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1960s’ Infrastructure

T      1960   (, 
might say made possible) by several systems support and societal factors.

New computer languages made it much easier to build AI systems. Researchers
from mathematics, from cognitive science, from linguistics, and from what soon
would be called “computer science” came together in meetings and in newly formed
laboratories to attack the problem of mechanizing intelligent behavior. In addition,
government agencies and companies, concluding that they had an important stake
in this new enterprise, provided needed research support.

8.1 Programming Languages

Newell and Simon were among the first to realize that a specialized computer
language would be useful for manipulating the symbolic expressions that were at the
heart of their approach to mechanizing intelligence. The most elementary kind of
symbolic expression is a list of symbols, such as (7, B, 5). More complex structures
can be composed by creating lists of lists of symbols and lists of lists of lists, and
so on.

In my description of symbol structures for the eight-puzzle, I mentioned the kinds
of manipulations that are needed. Recall that the starting position of the eight-puzzle
was represented by the expression

((2, 8, 3), (1, 6, 4), (7, B, 5)).

What was needed was a language for writing programs that could produce expressions
representing the positions corresponding to moves of the puzzle. For example, one
of the moves that can be made from the starting position is represented by the
expression

((2, 8, 3), (1, 6, 4), (B, 7, 5)).

To produce this expression, the program must copy the starting position expression
and then interchange the first and second elements of the third list in that expression.

Newell, Shaw, and Simon set about to develop a language in which these kinds
of manipulations could be programmed. Starting around 1954 at the RAND Cor-
poration, they created a series of languages all called IPL (for information-processing
language). Several versions of the language were developed. IPL-I was not actually
implemented but served as a design specification. IPL-II was implemented in 1955 for

114
https://doi.org/10.1017/CBO9780511819346.010 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9780511819346.010


P1: KpB Trim: 6-1/8′′ × 9-1/4′′ Top margin: 1/2′′ Gutter margin: 3/4′′

smartpdf CUUS813/Nilsson ISBN: 978 0 521 11639 8 September 25, 2009 6:16

1960s’ Infrastructure 115

the RAND Corporation’s JOHNNIAC computer. Later versions (through IPL-VI)
were implemented at Carnegie Tech.

The IPL languages were used to program several early AI programs, including
LT, GPS, NSS (the Newell, Shaw, Simon chess-playing program), and the programs
written by Newell’s and Simon’s students, such as Quillian and George Ernst. After
the Dartmouth summer project, John McCarthy also began thinking about using
list-processing languages. He was aware of the use of FLPL (FORTRAN fortified by
some list-processing operations) in Gelernter’s geometry theorem-proving machine.
Ultimately, however, McCarthy concluded a new language was needed that was
easier to use than IPL and more powerful than FLPL.

Starting in the fall of 1958 at MIT, McCarthy began the implementation of a
programming language he called LISP (for list processing). He based it (loosely) on
a branch of mathematics of special interest in computation called recursive function
theory. LISP had several elementary operations for copying a list, stripping off
elements of a list, adding an element to a list, and checking to see whether something
were an element of a list. From these, arbitrarily complex manipulations of lists could
be composed. An important feature of LISP was that programs for manipulating lists
were themselves represented as lists. Such programs could thus be elements of other
lists and could have subprograms embedded in them. A program could even have
a version of itself embedded in it. As I have already mentioned, programs that can
activate versions of themselves as part of their operation are called “recursive” and
are very useful (if used with the care needed to avoid endless circularity).1

Because it was easier to use, LISP soon replaced IPL as the primary language of
artificial intelligence research and applications. The programs produced by Minsky’s
students, Evans, Raphael, Bobrow, Slagle, and others, were all written in LISP.
(Interestingly, Arthur Samuel did not use a list-processing language for writing
his checkers-playing programs. Rather heroically, he programmed them in the base
language of elementary machine operations to make them run efficiently and use
memory sparingly.)

Besides developing LISP, McCarthy proposed a method, called “time-sharing,”
by which a single computer could be made to serve several users simultaneously –
acting as if each user had his or her own private machine.2 Working initially with
Ed Fredkin at Bolt, Beranek, and Newman (BBN) and later with others, McCarthy
developed an early time-sharing system at MIT using a DEC PDP-1 computer.3

8.2 Early AI Laboratories

In 1955, Newell moved from the RAND Corporation to Carnegie Tech (which
became Carnegie Mellon University, CMU, in 1967) to work on a Ph.D. degree
in industrial management under Herb Simon. After completing his degree, Newell
stayed on as a professor at Carnegie, and he and Simon began advising a number
of Ph.D. students – using the phrase “complex information processing (CIP)” to
describe their work. (For several years they avoided the AI sobriquet.) In the fall
of 1956, Herb Simon took delivery of an IBM 650, which was the first computer
used for CIP work. Later, they used an IBM 704, followed by a series of DEC
machines.
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Figure 8.1. Site of the Stanford AI Lab from 1966 until 1980. (Photograph courtesy of Lester
Earnest.)

John McCarthy moved from Dartmouth to MIT in the fall of 1958. Minsky joined
MIT a year later. As Minsky puts it,4

[McCarthy and I] were walking down the hall and we met Jerry Wiesner or Zimmerman
or someone and he said how’s it going and we said well, we’re working on these artificial
intelligence ideas but we need a little more room and support for some graduate students. So
then a room appeared a few days later . . .

The “room” soon developed into the MIT Artificial Intelligence Project. Initially,
the group used MIT’s IBM 704 computer, which proved not to have sufficient
memory for the programs being written. So it began to use a DEC PDP-1 belonging
to BBN. With funding from another project at MIT, it bought its own PDP-1, which
was followed by the PDP-6 and PDP-10. Several of the group’s Ph.D. students did
their work at BBN and at the nearby Lincoln Laboratory where Oliver Selfridge
continued his AI research – mainly on pattern recognition and machine learning.
In 1962, McCarthy moved to Stanford where he began an AI project. Seymour
Papert (1928– ), a mathematician who had worked with Jean Piaget, joined Minsky
as co-director of the AI Lab in 1963.

By 1965 at Stanford, McCarthy and colleagues had created a time-sharing system,
called Thor, on a PDP-1 computer. It included twelve Philco display terminals, which
made it the first display-oriented time-sharing system anywhere in the world.

With the help of Lester Earnest (1930– ), who had moved to Stanford from
Lincoln Laboratory, McCarthy set up the Stanford AI Laboratory (SAIL) in 1965.
Outgrowing its on-campus facilities, SAIL moved to a building in the Stanford
foothills during the summer of 1966. (See Fig. 8.1.) With additional support from
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Figure 8.2. Donald Michie. (Photograph
courtesy of the Michie Family.)

ARPA, the Lab took delivery of a DEC PDP-6 computer and, later, a PDP-10
computer. In addition to its work in AI (which I’ll describe in subsequent chapters),
SAIL was involved in many other computer-related projects including the develop-
ment of a precursor to computer “windows” and the early installation of terminals
in everyone’s offices.5

Since their early days, the groups at CMU, MIT, and Stanford have been among
the leaders of research in AI. Often graduates of one of these institutions became
faculty members of one of the other ones.

Around 1965, another world-class AI center emerged at the University of
Edinburgh in Scotland. Its founder was Donald Michie (1923–2007; Fig. 8.2),
who had worked with Alan Turing and I. J. (Jack) Good at Bletchley Park during
the Second World War. Discussions there with Turing and Good about intelli-
gent machines captivated Michie. As he reported in an October 2002 interview, “I
resolved to make machine intelligence my life as soon as such an enterprise became
feasible.”6 Because computer facilities in the mid- to late 1940s were primitive and
scarce, Michie became a geneticist and molecular biologist.

Pursuing his interest in machine intelligence, from the sidelines as it were, in
1960 he put together a “contraption of matchboxes and glass beads” that could learn
to play tic-tac-toe (noughts and crosses). He named his “machine” MENACE, an
acronym for Matchbox Educable Noughts and Crosses Engine.7 (See Fig. 8.3.) (As
I’ll explain later, MENACE foreshadowed work in what is now called “reinforcement
learning.”) During a year-long visit to Stanford (sponsored by the Office of Naval
Research) in the early 1960s, Michie met John McCarthy, Bernard Widrow, and
others working in AI (including me). While there, he worked on a learning program
for balancing a pole on a motor-driven cart.

In January 1965, Michie became the Director of the UK’s first AI laboratory, the
Experimental Programming Unit, at the University of Edinburgh. This group was
to become the Department of Machine Intelligence and Perception in October 1966.
Michie recruited some top-flight computer talent, including Rod Burstall, Robin
Popplestone, and John Collins. Those three developed a list-processing language
called POP-2, which was the language used for AI program-writing by members of
the Unit. (I’ll describe some of these programs later.) For many years, Michie’s
group worked collaboratively with a nearby University of Edinburgh group, the
Metamathematics Unit under Bernard Meltzer (circa 1916–2008). The Metamath-
ematics Unit is famous for the work of Robert Boyer and J Strother Moore in
mechanized theorem proving and of Robert Kowalski in developing some of the
principles of logic programming.8

https://doi.org/10.1017/CBO9780511819346.010 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9780511819346.010


P1: KpB Trim: 6-1/8′′ × 9-1/4′′ Top margin: 1/2′′ Gutter margin: 3/4′′

smartpdf CUUS813/Nilsson ISBN: 978 0 521 11639 8 September 25, 2009 6:16

118 The Quest for Artificial Intelligence

Figure 8.3. Michie’s MENACE for learning how to play tic-tac-toe.

At IBM in Poughkeepsie, Nathan Rochester and Herb Gelernter continued AI
research for a short time after the Dartmouth workshop. This research resulted in
the geometry-theorem-proving machine. However, soon after, according to a book
about government support for computing research, “in spite of the early activity
of Rochester and other IBM researchers, the corporation’s interest in AI cooled.
Although work continued on computer-based checkers and chess, an internal report
prepared about 1960 took a strong position against broad support for AI.”9 Perhaps
IBM wanted to emphasize how computers helped people perform tasks rather than
how they might replace people. McCarthy’s view about all of this is that “IBM
thought that artificial intelligence [that machines were as smart as people] was bad
for IBM’s image . . . This may have been associated with one of their other image
slogans, which was ‘data processing, not computing.’”10

8.3 Research Support

As the computing systems needed for AI research became larger and more expensive,
and as AI laboratories formed, it became necessary to secure more financial support
than was needed in the days when individual investigators began work in the field.
Two of the major sources of funding during the late 1950s and early 1960s were
the Office of Naval Research (ONR) and the Advanced Research Projects Agency
(ARPA), each a part of the U.S. defense establishment.

ONR was formed shortly after the end of the Second World War. Its mission was
“to plan, foster, and encourage scientific research in recognition of its paramount
importance as related to the maintenance of future naval power and the preservation
of national security.” Its Information Systems Branch was set up in the mid-1950s
under the direction of Marshall Yovits. The branch supported AI work at several
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Figure 8.4. J. C. R. Licklider. [Photograph
by Koby-Antupit from MIT Collection
(JCL8).]

institutions and also sponsored conferences and workshops on self-organizing
systems, cybernetics, optical character recognition, and artificial intelligence. All
of this was done in anticipation that these technologies would be generally useful to
the U.S. Navy. (A later director, Marvin Denicoff, supported some of my research
and my AI textbook writing.)

The formation of ARPA was, in part, a response to the successful launch of the
Soviet satellite Sputnik in 1957. ARPA’s mission was to provide significant amounts
of research funds to attack problem areas important to U.S. defense. One of its most
important projects in the late 1950s was the development of ablative nose cones to
absorb and dissipate heat during ballistic missile reentry. Its Information Processing
Techniques Office (IPTO) was set up in 1962 under the direction of J. C. R. (Lick)
Licklider (1915–1990; Fig. 8.4).

“Lick” (as he was called by all who knew him) was a psychoacoustician who worked
first at Lincoln Laboratory and MIT and later at BBN. Lick’s 1960 paper, “Man-
Computer Symbiosis,” proposed that men and computers should “cooperate in
making decisions and controlling complex situations without inflexible dependence
on predetermined programs.”11

Lick was persuaded that computers would play a very important role in defense –
especially in those applications in which people and computers worked together. At
ARPA, he provided funds to MIT for the formation of Project MAC (an acronym for
Machine-Aided Cognition and perhaps for Multi-Access Computing or Man And
Computers). [Project MAC, initially founded in July 1963, was later to become the
Laboratory for Computer Science (LCS), and still later to evolve into the Computer
Science and Artificial Intelligence Laboratory (CSAIL).] Project MAC took Minsky
and McCarthy’s Artificial Intelligence Project under its wing and also supported the
development of MIT’s Compatible Time-Sharing System (CTSS) under Fernando
Corbató. (CTSS work was separate from McCarthy’s time-sharing project.)
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ARPA funds helped to establish “centers of excellence” in computer science.
Besides MIT, these centers included Stanford, Carnegie Mellon, and SRI. ARPA
also supported computer science work at the RAND Corporation, the Systems
Development Corporation, and BBN, among others. AI was just one of ARPA’s
interests. IPTO also supported research that led to graphical user interfaces (and
the mouse), supercomputing, computer hardware and very-large-scale integrated
circuits (VLSI), and, perhaps most famously, research that led to the Internet.
According to Licklider, “ARPA budgets did not even include AI as a separate line
item until 1968.”12

But as far as AI was concerned, Lick believed that Newell and Simon, Minsky,
and McCarthy ought to be provided with research funds adequate to support big AI
projects. With regard to the situation at Stanford (and probably to that at MIT and
CMU also), Paul Edwards explained that13

[F]unding from ARPA was virtually automatic; Licklider simply asked McCarthy what
he wanted and then gave it to him, a procedure unthinkable for most other government
agencies. Licklider remembered that “it seemed obvious to me that he should have a laboratory
supported by ARPA. . . . So I wrote him a contract at that time.”

McCarthy remembers all of this somewhat differently. Soon after arriving at
Stanford in 1962, he sent a proposal to Licklider “to do AI.” McCarthy claims that
Licklider demurred at first – citing their close relationship when McCarthy was at
MIT and Licklider at BBN – but then gave him “a small contract.”14 But perhaps
it was not so “small” compared with how research was usually supported (say by
the National Science Foundation) at the time. Les Earnest claims that McCarthy
“obtained financial support for a small activity (6 persons) from the Advanced
Research Projects Agency (ARPA) beginning June 15, 1963.”15

Later, ARPA was renamed DARPA (for Defense Advanced Research Projects
Agency) to emphasize its role in defense-related research. DARPA projects and
grants were typically much larger than those of ONR and allowed the purchase
of computers and other equipment as well as support for personnel. It’s hardly an
exaggeration to say that a good part of today’s computer-based infrastructure is the
result of DARPA research support.

8.4 All Dressed Up and Places to Go

By the mid-1960s AI was well prepared for further advances. Flushed with early
successes it was poised to make rapid progress during the rest of the 1960s and
1970s. Indeed, many people made enthusiastic predictions. For example, in a 1957
talk16 Herb Simon predicted that within ten years “a digital computer will be the
world’s chess champion unless the rules bar it from competition.” He made three
other predictions too. Within ten years computers would compose music, prove a
mathematical theorem, and embody a psychological theory as a program. He said
“it is not my aim to surprise or shock you . . . but the simplest way I can summarize
is to say that there are now in the world machines that think, that learn and that
create. Moreover, their ability to do these things is going to increase rapidly until –
in a visible future – the range of problems they can handle will be coextensive with
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the range to which the human mind has been applied.”17 Later Simon said that his
predictions were part of an attempt “to give some feeling for what computers would
mean” to society.

One could argue that Simon’s predictions about computers composing music
and proving a mathematical theorem were realized soon after he made them, but a
computer chess champion was not to emerge until forty years later. And, we are still
far, I think, from achieving things “coextensive” with what the human mind can
achieve.

Simon was not alone in being optimistic. According to Hubert Dreyfus, “Marvin
Minsky, head of MITs Artificial Intelligence Laboratory, declared in a 1968 press
release for Stanley Kubrick’s movie, 2001: A Space Odyssey, that ‘in 30 years we
should have machines whose intelligence is comparable to man’s.’”18 The difficulty
in assessing these sorts of predictions is that “human-level intelligence” is multi-
faceted. By the year 2000, AI programs did outperform humans in many intellectual
feats while still having a long way to go in most others.

Even so, what had already been accomplished was an impressive start. More
important perhaps than the specific demonstrations of intelligent behavior by
machines was the technical base developed during the 1950s and early 1960s. AI
researchers now had the means to represent knowledge by encoding it in networks,
as logical formulas, or in other symbol structures tailored to specific problem areas.
Furthermore, they had accumulated experience with heuristic search and other tech-
niques for manipulating and using that knowledge. Also, researchers now had new
programming languages, IPL, LISP, and POP-2, that made it easier to write symbol-
processing programs. Complementing all of this symbol-processing technology were
neural networks and related statistical approaches to pattern recognition. These tech-
nical assets, along with the organizational and financial ones, provided a solid base
for the next stage of AI’s development.

Notes

1. For McCarthy’s own history of the development of LISP, see http://www-formal.
stanford.edu/jmc/history/lisp.html. Also see Herbert Stoyan’s history of LISP at
http://www8.informatik.uni-erlangen.de/html/lisp-enter.html. [115]

2. See McCarthy’s memo proposing how to build a time-sharing system at http://www-
formal.stanford.edu/jmc/history/timesharing-memo.html. [115]

3. For more about these early days of computing at MIT and of time-sharing work there
(among other things), see the interview with John McCarthy conducted by William
Aspray of the Charles Babbage Institute on March 2, 1989. It is available online at
http://www.cbi.umn.edu/oh/display.phtml?id=92. [115]

4. From an interview conducted by Arthur L. Norberg on November 1, 1989, for the
Charles Babbage Institute. Available online at http://www.cbi.umn.edu/oh/display.
phtml?id=107. [116]

5. For a history of AI work in the lab up to 1973, see Lester Earnest (ed.), “Final Report:
The First Ten Years of Artificial Intelligence Research at Stanford,” Stanford Artifi-
cial Intelligence Laboratory Memo AIM-228 and Stanford Computer Science Depart-
ment Report No. STAN-CS-74-409, July 1973. (Available online at http://www-db.
stanford.edu/pub/cstr/reports/cs/tr/74/409/CS-TR-74-409.pdf.) For other SAIL

https://doi.org/10.1017/CBO9780511819346.010 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9780511819346.010


P1: KpB Trim: 6-1/8′′ × 9-1/4′′ Top margin: 1/2′′ Gutter margin: 3/4′′

smartpdf CUUS813/Nilsson ISBN: 978 0 521 11639 8 September 25, 2009 6:16

122 The Quest for Artificial Intelligence

history, see “SAIL Away” by Les Earnest at http://www.stanford.edu/∼learnest/
sailaway.htm. [117]

6. A textscript of the interview can be found online at http://www.aiai.ed.ac.uk/events/
ccs2002/CCS-early-british-ai-dmichie.pdf. [117]

7. Donald Michie, “Experiments on the Mechanisation of Game Learning: 1. Characteri-
zation of the Model and its Parameters,” Computer Journal, Vol. 1, pp. 232–263, 1963.
[117]

8. For a history of these Edinburgh groups, see Jim Howe’s online 1994 article “Artifi-
cial Intelligence at Edinburgh University: A Perspective” at http://www.dai.ed.ac.uk/
AI at Edinburgh perspective.html. [117]

9. National Research Council, Funding a Revolution: Government Support for Computing
Research, Washington, DC: National Academy Press, 1999. (An html version of this
book, which contains a rather conservative account of AI history, is available from
http://www.nap.edu/catalog.php?record id=6323#toc.) [118]

10. From “An Interview with John McCarthy,” conducted by William Aspray on 2 March
1989, Palo Alto, CA, Charles Babbage Institute, The Center for the History of Information
Processing, University of Minnesota, Minneapolis. [118]

11. J. C. R. Licklider, “Man–Computer Symbiosis,” IRE Transactions on Human Factors in
Electronics, HFE-1, pp. 4–11, 1960. Available online at http://memex.org/licklider.html.
[119]

12. J. C. R. Licklider, “The Early Years: Founding IPTO,” p. 220 in Thomas C. Bartee (ed.),
Expert Systems and Artificial Intelligence: Applications And Management, Indianapolis:
Howard W. Sams, 1988. [120]

13. Paul Edwards, The Closed World: Computers and the Politics of Discourse in Cold War
America, p. 270, Cambridge, MA: MIT Press, 1996. [120]

14. From “An Interview with John McCarthy,” op. cit. [120]
15. Lester Earnest (ed.), “Final Report: The First Ten Years of Artificial Intelligence

Research at Stanford,” Stanford Artificial Intelligence Laboratory Memo AIM-228 and
Stanford Computer Science Department Report No. STAN-CS-74-409, July 1973.
(Available online at http://www-db.stanford.edu/pub/cstr/reports/cs/tr/74/409/
CS-TR-74-409.pdf.) [120]

16. 12th National Meeting of the Operations Research Society (ORSA) in Pittsburgh. [120]
17. The published version of this talk is in Herbert Simon and Allen Newell, “Heuristic

Problem Solving: The Next Advance in Operations Research,” Operations Research,
Vol. 6, January–February 1958. [121]

18. Hubert L. Dreyfus, “Overcoming the Myth of the Mental,” Topoi, Vol. 25, pp. 43–49,
2006. [121]

https://doi.org/10.1017/CBO9780511819346.010 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9780511819346.010



