
Appendix B Vector and matrix formulas

This appendix lists some useful vector and matrix formulas. Note that these formulas
are selected for the purpose of deriving equations in this book in Bayesian speech and
language processing, and do not cover the whole field of vector and matrix formulas.

B.1 Trace

tr[a] = a, (B.1)

tr[ABC] = tr[BCA] = tr[CAB], (B.2)

tr[A+ B] = tr[A]+ tr[B], (B.3)

tr[Aᵀ] = tr[A], (B.4)

tr[A(B+ C)] = tr[AB+ AC]. (B.5)

B.2 Transpose

(ABC)ᵀ = CᵀBᵀAᵀ, (B.6)

(A+ B)ᵀ = Aᵀ + Bᵀ. (B.7)

B.3 Derivative

∂ log |A|
∂A

= (Aᵀ)−1, (B.8)

∂aᵀb
∂a

= ∂bᵀa
∂a

= b, (B.9)

∂aᵀCb
∂C

= abᵀ, (B.10)

∂tr(AB)

∂A
= Bᵀ, (B.11)
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∂tr(ACB)

∂C
= AᵀBᵀ, (B.12)

∂tr(AC−1B)

∂C
= −(C−1BAC−1)ᵀ, (B.13)

∂aᵀCa
∂a

= (C+ Cᵀ)a, (B.14)

∂bᵀAᵀDAc
∂A

= DᵀAbcᵀ + DAcbᵀ. (B.15)

B.4 Complete square

When A is a symmetric matrix,

xᵀAx− 2xᵀb+ c = (x− u)ᵀ A (x− u)+ v, (B.16)

where

u � A−1b

v � c− bᵀA−1b. (B.17)

By using the above complete square formula, we can also derive the following formula
when matrices A1 and A2 are symmetric:

(x− b1)ᵀA1(x− b1)+ (x− b2)ᵀA2(x− b2)

= xᵀ (A1 + A2)︸ ︷︷ ︸
�A

x− 2xᵀ (A1b1 + A2b2)︸ ︷︷ ︸
�b

+bᵀ
1 A1b1 + bᵀ

2 A2b2︸ ︷︷ ︸
�c

= (x− u)ᵀ (A1 + A2) (x− u)+ v, (B.18)

where

u = (A1 + A2)−1(A1b1 + A2b2),

v = bᵀ
1 A1b1 + bᵀ

2 A2b2 − (A1b1 + A2b2)ᵀ(A1 + A2)−1(A1b1 + A2b2). (B.19)

B.5 Woodbury matrix inversion

(A+ UCV)−1 = A−1 − A−1U(C−1 + VA−1U)−1VA−1. (B.20)
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