
References

Aldà, F. & Rubinstein, B. I. P. (2017), The Bernstein mechanism: Function release under dif-
ferential privacy, in “Proceedings of the 31st AAAI Conference on Artificial Intelligence
(AAAI’2017).”

Alfeld, S., Zhu, X., & Barford, P. (2016), Data poisoning attacks against autoregressive models, in
“Proceedings of the 30th AAAI Conference on Artificial Intelligence (AAAI’2016),” pp. 1452–
1458.

Alfeld, S., Zhu, X., & Barford, P. (2017), Explicit defense actions against test-set attacks, in
“Proceedings of the 31st AAAI Conference on Artificial Intelligence (AAAI’2017).”

Alpcan, T., Rubinstein, B. I. P., & Leckie, C. (2016), Large-scale strategic games and adversarial
machine learning, in “2016 IEEE 55th Conference on Decision and Control (CDC),” IEEE,
pp. 4420–4426.

Amsaleg, L., Bailey, J., Erfani, S., Furon, T., Houle, M. E., Radovanović, M., & Vinh, N. X.
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