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Abstract—Symbolic regression via genetic programming is
considered as a crucial machine learning tool for empirical
modelling. However, in reality, it is common for real-world data
sets to have some data quality problems such as noise, outliers,
and missing values. Although several approaches can be adopted
to deal with data incompleteness in machine learning, most
studies consider the classification tasks, and only a few have con-
sidered symbolic regression with missing values. In this work, the
performance of symbolic regression using genetic programming
on real-world data sets that have missing values is investigated.
This is done by studying how different imputation methods affect
symbolic regression performance. The experiments are conducted
using thirteen real-world incomplete data sets with different
ratios of missing values. The experimental results show that
although the performance of the imputation methods differs with
the data set, CART has a better effect than others. This might be
due to its ability to deal with categorical and numerical variables.
Moreover, the superiority of the use of imputation methods over
the commonly used deletion strategy is observed.

Index Terms—symbolic regression; genetic programming; in-
complete data; imputation.

I. INTRODUCTION

Symbolic regression (SR) aims to discover mathematical
expressions that model a target variable in terms of input
features from a given data set [1]. Compared with traditional
regression methods, symbolic regression has the advantage of
“white box” modelling without pre-assumptions [2]. There-
fore, symbolic regression has a wide range of applications in
many areas [3]. Although there are several methods to perform
symbolic regression [4], the most widely used method is
genetic programming. Genetic programming (GP) is one of a
collection of biological-inspired techniques called evolutionary
computation (EC). GP solves a given task by generating
subsequent generations of computer programs using genetic
operators such as crossover and mutation [1].

From a machine learning perspective, learning algorithms
should perform the required tasks on given data sets. However,
real-world data might be incomplete which hinders the ability
of many methods to learn properly [5]. Incomplete data can
contain three kinds of missingness: missing completely at
random (MCAR), missing at random (MAR), and missing not
at random (MNAR) [6].

The methods for dealing with data incompleteness can be
classified into four main approaches. The first approach is
to delete any instance (feature) that contain missing values
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then learn using only the remaining complete data portion
[7]. Another approach is to utilise model-based procedures
to model data distribution such as expectation—maximisation
(EM) [8]. Thirdly, some learning methods can directly deal
with incomplete data without explicitly estimating the missing
values such as C4.5 [9], fuzzy approaches [10], and ensemble
methods [11]. The fourth approach is called imputation, in
which the missing values are firstly replaced by estimated
values then the learning is carried out using the complete
imputed data set [12], [13]. Data imputation is the process
of estimating missing values and it is categorised into single
imputation and multiple imputation [6].

Unlike classification, the investigation of symbolic regres-
sion with incomplete data has not received adequate efforts.
In fact, the most common approach to dealing with the
incomplete issue in the symbolic regression research com-
munity is the deletion approach. However, there are recent
attempts to address this issue by utilising different learning
techniques such as transfer learning [14], [15]. Although some
studies propose imputation methods for symbolic regression
with missing values [16], [17], [12], [18], to the best of our
knowledge, no study has conducted a comparison between
the existing imputation methods when performing symbolic
regression with incomplete data. Such a comparison might
help guide researchers on empirical practices they can follow
in similar situations.

In this work, we present an empirical comparison between
different widely used imputation methods on the performance
of symbolic regression with real-world incomplete data sets.
The specific objectives of this work include:

1) Investigating the impact of imputation approaches for
symbolic regression on real-world data sets that contain
missing values.

2) Comparing different state-of-the-art imputation methods
regarding the symbolic regression performance.

3) Providing an insightful analysis for the experimental
results, which includes the ability of different methods
to select incomplete features.

The rest of this paper is organised as follows. Section II
introduces the background and reviews the related work. In
Section III, the experiment setup is presented. The experi-
mental results are given and analysed in Section IV. Finally,
Section V concludes this work and provides future directions.
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II. BACKGROUND AND RELATED WORK

This section introduces a background of the related topics
with a brief literature review.

A. Symbolic Regression via Genetic Programming

Genetic programming (GP) generates automatically com-
puter programs for performing a user-defined task [19]. It
starts from a high-level definition of the problem and creates
a population of random programs then refines them progres-
sively using variation and selection strategies until getting
a satisfactory solution. There are several advantages of GP
[20]. Firstly, there is no need for prior knowledge of the
structure of the solution. Another advantage is representing
the solutions using a formal language (symbolic expressions)
which is suitable for human reasoning. Therefore, symbolic
regression is typically performed using GP.

In GP-based symbolic regression, each individual in the
population represents a potential solution to the underlying
problem, which needs to specify [21]:

o The terminal set: inputs that can be constants or variables.

o The function set: functions that are domain-specific and
combined with the terminal set for constructing potential
solutions to the considered problem.

o The fitness function: it is a numeric value measuring how
the solution is appropriate to the problem in question.

o The control parameters set: this set includes the proba-
bilities of the crossover and the mutation and the size of
the population.

o The termination criterion: it is a predefined parameter to
state when the evaluation process should stop such as the
number of generations and the fitness error tolerance.

It should be noted that the first three components above are

responsible for determining the search space, while the other
two affect the search quality and efficiency.

B. Missing data and imputation methods

There are three kinds of missingness mechanism: missing
completely at random (MCAR), missing at random (MAR),
and missing not at random (MNAR) [6]. In MCAR, the events
that cause missingness are independent both of unobservable
and observable knowledge, i.e. there is no relationship between
the missingness of a data value and other data set values,
existing or missing. MAR implies that the data missingness
is not related to the missing data itself, rather, it is related to
some other existing data. If the missingness is neither MAR
nor MCAR, it is called MNAR and this means that the cause
of missingness is related to the missing data.

To deal with incomplete data, several approaches have been
used [6]. The main approaches are deletion, model-based,
implicit learning, and imputation. Imputation is the process
of estimating missing values in incomplete data sets. There
are two imputation approaches: single imputation and multiple
imputation [6]. In single imputation, each missing value is
replaced with a single estimation directly. However, multi-
ple imputation estimates the imputed values from multiple
responses using statistical analysis.

There are several imputation methods from different ap-
proaches [5]. One common imputation method is called hot-
deck where the imputed data is taken from a similar record
selected randomly from the data set. By contrast, cold-deck
obtains the value from another data set. Another imputation
technique is the mean imputation where the missing value
in a feature is replaced by the mean of this feature’s values
of complete instances. However, more advanced methods are
commonly used and these are the methods considered in this
work. The imputation using k-nearest neighbour (KNN) is a
modification for hot-deck imputation as it imputes the missing
value considering the k£ most similar instances. The linear
regression model (LM) is also used to impute the missing
values. A decision tree-based method called classification and
regression trees (CART) is used for imputation by employing
the sum of the squared errors as a criterion for splitting the
regression tree. Another method for adopting the decision trees
approach is random forest (RF). It is an ensemble method, that
constructs a collection of decision trees providing the output
as the mode of individual trees in the classification or the
mean of individual trees in the regression. More details on the
imputation methods can be found in [6].

To evaluate the performance of an imputation method, there
are two main approaches: the modelling approach and the
prediction approach [22]. The modelling approach evaluates
the imputation method according to its impact on the main
learning process, e.g. classification, regression, and clustering.
The better learning performance, the better the imputation
performance. On the other hand, the prediction approach
evaluates the method based on its accuracy of predicting the
missing values. This approach is usually used with synthetic
incompleteness as it requires knowing the original ground
truth values of the missing ones to be able to measure the
accuracy. Therefore, it is not used in real-world incompleteness
situations and, subsequently, it is not used in this work as only
data sets with real missingness are considered.

C. Symbolic regression with missing data

The most commonly used strategy to deal with the incom-
plete data in symbolic regression research is to delete the in-
stances having missing values. This approach is used in [23] to
investigate the generalisation and bloat in symbolic regression.
However, they used the Auto-MPG data set which has a few
instances containing missing data. This approach is too risky
when there is a high ratio of incomplete data. Another simple
way to deal with missing values is to fill it with corresponding
feature values from other instances. In [17], the prediction of
time series and symbolic regression was improved using Affine
Arithmetic. They conducted experiments on two-time series,
corresponding to wind speed records in the southern Brazilian
cities. Both series have missing values. To deal with such an
issue, those missing entries are simply replaced by replicating
the previous observations.

More advanced imputation-based methods are also pre-
sented to deal with the presence of missing values when
performing symbolic regression. [12] study proposes an im-
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Fig. 1. The overall system of data imputation for symbolic regression with missing values.

putation method based on combining KNN and GP-based
imputation. This method is evaluated using both synthetic
and real incomplete data sets. In [24], [25], [26], GP-based
feature selection methods are proposed for selecting imputa-
tion predictors in symbolic regression with missing values.
These predictors are features that are used to construct GP
imputation models. In [27], the predictor selection is based
on arithmetic complexity measures. However, these methods
focused on synthetic incompleteness as their main objective is
to examine the effectiveness of the methods using controlled
parameters.

From this brief review, no study has been conducted to
compare well-known imputation methods when performing
symbolic regression using real-world data sets that have real
incompleteness. To achieve that, we present this study.

III. EXPERIMENT SETUP

This section describes the settings considered when con-
ducting the experiments in this work.

The purpose of the experiments is to evaluate the impact
of using different imputation methods when conducting GP-
based symbolic regression on real-world incomplete data sets.
To achieve this goal, thirteen real-world regression data sets
that have different percentages of missing values are used.
Table I shows the statistics of the used data sets and the reader
is referred to [28] for more details.

As most data sets are not originally split, the first step
is to divide them into (70:30) training and test sets. The

prediction performance accuracy is the normalised root mean
square error (NRMSE) which is calculated as:

\/% Z?:l(yz - @i)Q
NRMSE = (D

Ymaz — Ymin

where n is number of instances, y; is the predicted value of
the i*" instance, ¢J; is the desired value of the i*" instance,
and Y42 and Yo, are the maximum and minimum training
target values, respectively.

In addition to the deletion strategy, the used imputation
methods are [6]:

o Linear model (LM): this method uses a linear regression
algorithm to fit a feature with missing values as the
dependent variable and the other features as independent
variables. LM is widely used for regression tasks in many
areas. However, it requires presumptions such as linear
relationship, no auto-correlation, multivariate normality,
and homoscedasticity [29].

o K-Nearest Neighbour (KNN): KNN approximates a miss-
ing value by the values of its closest k points, based on
other variables. It is useful for different kinds of missing
data as it can be used with continuous, discrete, ordinal,
and categorical data.

TABLE I
STATISTICS OF THE USED DATA SETS

imputation/deletion processes are then performed on these | Data set #Features | #instances illlsltc;:clgslete Z;tl\i/f)i“i“g“ess
sets 11.1dependent1y. After that, .the training data set is gsed Ao mpe 7 398 5 53
to build the symbolic regression model and the obtained SKillCraftl o) 3395 57 1.68
model is evaluated on the unseen test data set. The adopted | PRSA 9 43824 2067 472
methodology is shown in Fig. 1. Imports-85 15 205 >4 26.34
. . ShanghaiPM 12 52584 29310 55.74
For each experlment,. IOF).lndependenF runs are performed ChengduPM B 57534 30634 5334
and the error of the best individual is obtained for each run (i.e. ShenyangPM | 12 52584 32404 61.62
100 best-of-run programs). The statistics of these errors are | GuangzhouPM | 12 52584 32510 61.82
. BeijingPM 12 52584 33227 63.19
then aggregat'ed to .ev.aluate' the performgnce. The'Wllcoxon CCN o) 1994 676 RS
non-parametric statistical significance paired test is used to CCUN 125 1994 1676 8405
measure the significance of the differences between the results Wiki 53 913 737 89.72
at a significance level of 0.05. The metric used to measure the [ AirQuality 13 8991 8164 90.80
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o Classification and regression trees (CART): CART is used
for estimating the missing values using classification and
regression decision trees based on the complete features.

o Random forest (RF): random forest (RF) adopts the
decision trees approach to regress the features having
missing values considering the other features as predictive
variables.

These imputation methods are implemented under the R
package, simple imputation (Simputation) [30]. For the genetic
programming setting, Table II shows the values for the GP
parameters. The implementation of symbolic regression is
carried out using the Python package DEAP [31].

TABLE II
THE USED VALUES FOR GP PARAMETERS
Parameter Value
Generations 100
Population size 512
Crossover rate 0.9
Mutation rate 0.1
Elitism Top 10 individuals
Selection Method Tournament
Tournament size 7
Maximum depth 17
Initialisation Ramped-half and half
Function set +, -, *, protected div
Terminal set features and constants € (—1,1)

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Symbolic Regression Performance

For each used data set, the experimental results obtained
by applying different methods to deal with missing data are
shown. The mean, the standard deviation (Std), and the median
of NRMSEs achieved by the best-of-run programs when using
different methods on test data sets are shown in Table III.
The best results are highlighted in bold and the worst are
underlined.

For both the import-85 and Auto-mpg data sets, the best
results are obtained when using the linear model (LM) and
the worst are those of using the KNN method. Such findings
may indicate that there is a linear relationship between the
features having missing values and the fully observed features.
In contrast, the features’ values of different instances may not
be highly related which is possibly the reason behind the poor
results of the KNN method.

For the data sets CCUN, PRSA, BeijingPM, and
ChengduPM, the best results are obtained when using KNN.
This may indicate that the similarity between the instances is
higher than the relationships between the features since the
KNN estimates the missing values based on observed values
from other similar instances. However, the other methods
predict the missing values in a specific feature using regression
models based on other features.

For the CNN data set, using the deletion strategy results in
the worst test errors and the RF imputation method produces
the best symbolic regression performance although there is
no significant difference among the results of using different

imputation methods. Such a result may be due to the high
amount of missing values in this data set.

The most successful method is the CART method. It
achieves the best results on more data sets than any other
method. The CART method has the best results on the data sets
SkillCraft, Wiki, AirQuality, ShenyangPM, and ShanghaiPM.
However, surprisingly, the worst imputation method is RF. In
fact, as an ensemble method, RF was expected to achieve the
best results in many cases. The reason for these results can
be related to the implementation of imputation methods. KNN
and CART are designed to deal with mixed data whereas RF
is used as a regression-based imputation method, so, CART
and KNN provide better imputation.

To have an overall analysis, whisker box plots are used to
compare the methods by drawing their error results. Fig. 2
shows the box plot of the error distributions of the 100 best-
of-run symbolic regression models with different imputation
methods on the test data sets. For the SkillCraftl data set
(Fig. 2b), it can be seen that according to the median, which
is represented by the line in the box referring to the centre of

TABLE IIT
THE SYMBOLIC REGRESSION TEST RESULTS AFTER USING DIFFERENT
IMPUTATION METHODS.

Data Measure] DEL LM KNN | CART| RF
Mean 0.0939| 0.0928| 0.1001| 0.0974| 0.0936
Auto-mpg Std 0.0093| 0.0104| 0.0146| 0.0112] 0.0111
Median | 0.0942| 0.0908| 0.0975| 0.0949| 0.0926
Mean 0.0709| 0.0712| 0.0710| 0.0709| 0.0712
SkillCraft Std 0.0019] 0.0020] 0.0020| 0.0019] 0.0020
Median | 0.0706| 0.0710| 0.0709| 0.0706| 0.0709
Mean 0.0804| 0.0785| 0.0759| 0.0760| 0.0770
PRSA Std 0.0018| 0.0029| 0.0017| 0.0018| 0.0016
Median | 0.0800[ 0.0779] 0.0753| 0.0756| 0.0768
Mean 0.0941| 0.0901| 0.0958| 0.0914| 0.0907
Imports-85 Std 0.0108] 0.0082] 0.0114| 0.0076] 0.0078
Median | 0.0936| 0.0887| 0.0963| 0.0903| 0.0902
Mean 0.1061| 0.0688| 0.0682| 0.0681| 0.0687
ShanghaiPM | Std 0.0022| 0.0005| 0.0008 | 0.0027| 0.0005
Median | 0.1056] 0.0685] 0.0681| 0.0679| 0.0686
Mean 0.0673| 0.0525| 0.0521| 0.0528| 0.0525
ChengduPM | Std 0.0016] 0.0009| 0.0009| 0.0032| 0.0008
Median | 0.0675| 0.0525| 0.0519| 0.0520| 0.0524
Mean 0.0794| 0.0681| 0.0668 | 0.0666| 0.0685
ShenyangPM [ Std 0.0009] 0.0006] 0.0009| 0.0008] 0.0009
Median | 0.0794| 0.0681] 0.0669| 0.0663| 0.0681
Mean 0.0578| 0.0588| 0.0590| 0.0587| 0.0592
GuangzhouPM Std 0.0010| 0.0007| 0.0009| 0.0006| 0.0008
Median | 0.0574| 0.0584| 0.0589| 0.0584| 0.0594
Mean 0.0824| 0.0817| 0.0790| 0.0794| 0.0813
BeijingPM Std 0.0032] 0.0020] 0.0020| 0.0018] 0.0019
Median | 0.0822| 0.0813| 0.0789| 0.0795| 0.0812
Mean 0.2083| 0.1626| 0.1623| 0.1629| 0.1620
CCN Std 0.0182] 0.0071| 0.0074| 0.0075| 0.0077
Median | 0.2039[ 0.1619] 0.1607| 0.1611[ 0.1607
Mean 0.0101| 0.0059| 0.0027| 0.0040| 0.0063
CCUN Std 0.0149] 0.0022| 0.0021| 0.0057| 0.0022
Median | 0.0064| 0.0051| 0.0015| 0.0019| 0.0055
Mean 0.1704| 0.1644| 0.1599| 0.1508| 0.1817
Wiki Std 0.0111] 0.0107| 0.0089| 0.0048| 0.0274
Median | 0.1712] 0.1649| 0.1583| 0.1495| 0.1720
Mean 0.1447| 0.1573| 0.1509| 0.1291| 0.1418
AirQuality Std 0.0225] 0.0313| 0.0343| 0.0297| 0.0261
Median | 0.1419| 0.1656| 0.1511| 0.1286| 0.1384

2096

Authorized licensed use limited to: Wikipedia. Downloaded on June 22,2024 at 15:20:31 UTC from IEEE Xplore. Restrictions apply.



NRMEE

NRMESE

NRMEE

NRMEE

008 011 013

oo07

013

Qo7 003 011

0.075

00685

0z0 024

016

{
i
!
{
H

] T 1 m .
1 = T H : | w o w 84
== E E I Gl T Pl 2 . &
< ! : i { H 2 i
Il e e A N N
1+ L & L7 81— = £ T ==5
T T L} 1 T T T L} ? T 2 T T L} 1 T
DEL M KNN  CART RF DEL M KNN  CART RF DEL M KNN  CART RF
Methods Methods Methods
(a) Auto-mpg data set (b) SkillCraftl data set (c) PRSA data set
5 = Er—r
- o
_ : | = | =
| T+ T 4 +| ¥ 2 g
8 E S m— ' E ° g 27
4 | ] L 1 [ 1 f ] £z d @ 2 o
| | H e 1
7 : ' il — 1 = - —
S S . 5 2 e, —_— = —— =
T T L} 1 T T T L} 1 T T T L} 1 T
DEL M KNN  CART RF DEL M KNN  CART RF DEL M KNN  CART RF
Methods Methods Methods
(d) Imports-85 data set (e) ShanghaiPM data set (f) ChengduPM data set
— B — § ——
1 == ° - i = ° i
g2l T —g— I i
| g 34 i__'_| ] § < , 7
: ° ] — ; — : g g — T T =3
1 : . == — 811 L — e
—_— == = $1 73 e | = o !j E ==
- T T L} _:- T -:_ T L} 1 T g - T T _:_ 1 T
DEL M KNN  CART RF DEL M KNN  CART RF DEL M KNN  CART RF
Methods Methods Methods
(g) ShenyangPM data set (h) GuangzhouPM data set (i) BeijingPM data set
8
T E g o 7
s - § .
1
7 = 1 == [
: — g g % ‘ g @ | - a0
T == o sk o EfE & i e N ==
— == ] e U T e 4 — | = — =
| i T g | BE= = = 3 e
T T L} 1 T e 1T T °rr T 7T o & T T L} 1 T
DEL M KNN  CART RF DEL M KNN  CART RF DEL M KNN  CART RF
Methods Methods Methods
(j) CCN data set (k) CCUN data set (1) Wiki data set
e 8 T T R
o i —— _!_ ;
w = —
2 57 i :
T e H H i H
< o s - i H . A=
G | i '
g o = ==
o T T L] T T

DEL LW KHN CART RF

(m) AirQuality data set
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the results, the CART method gives slightly better results than
the others. The median obtained using this method is smaller
and the distribution of the results is represented by a shorter
box. However, strangely, the deletion seems to produce good
results as its median is very close to that of CART and the

TABLE IV
THE SIGNIFICANCE COMPARISON BASED ON THE SYMBOLIC REGRESSION
PERFORMANCE AFTER USING DIFFERENT IMPUTATION METHODS ON EACH
REAL-WORLD INCOMPLETE DATA SET.

distribution is more stable around the median. DS glgtLhOd DEL E:M FNN _CART fF
Fig. 2d shows the distribution of the results obtained using M - = . - -
the Imports-85 data set and Fig. 2a for the Auto-mpg data | Auto-mpg KNN + + = + +
set. According to these figures, the LM method has lower EQRT * : - = +
centres. However, for the Imports-85 data, the CART and RF DEL = N N ¥ -
methods result in shorter boxes referring to more consistent LM + = + + +
generalisation errors for the 100 runs. On these data sets, | SKillCraft EEET + - = + =
the KNN method is outperformed by the other imputation RF + = T =
methods as it has the longest box plots with more outliers. DEL = + + + +
For the CCN data set (Fig. 2j), there is a big difference when PRSA IIEI\]\’IIN - = : : *
comparing the deletion strategy with any imputation method. CART . . = = .
Such significantly poor performance may be due to the high RF - - + + =
ratio of the incomplete instances. Deleting these instances EE/IL = |- + +
causes the loss of more than 1670 samples representing about Imports-85 NN T T — ¥ T
84% of the given examples. CART | - ¥ = =
When comparing the imputation methods, the RF method EEL o :: - - -
produces the worst performance and we can see its unstable M — — T + =
behaviour as the maximum values are extremely far from the ShanghaiPM | KNN - - = + -
box areas. On the other hand, even when it does not provide EI?RT - - - j -
the smallest mean and median errors, the CART method is DEL - ; " - ;
the most stable and consistent one among the imputation LM B = ¥ ¥ =
methods. The obtained skewed results refer to the non-normal | ChengduuPM | KNN - - = = -
distribution and outliers that affect the statistical results (e.g. E?RT - - : : -
the average). The method LM provides good results on small DEL = T T T T
data sets such as Imports-85 and Auto-mpg. LM - = + + =
ShenyangPM | KNN - - = + -
B. Significance Comparisons EQRT - '_ - i -
In this section, the Wilcoxon test is used to measure the DEL = - - - -
significance of the differences between the results obtained LM + = = -
. . . GuangzhouP KNN + + = + -
using different methods. The comparison outcomes are shown CART | + = . - .
in Table IV. The symbol “+” (“-”) is used to refer that the RF + + + + =
method in the column is significantly better (worse) than the LD]]\E/[L = : : : :
row-header method which means that the column method wins | pgejjingPm KNN . . = . .
(losses) the one in the row, while “=" means there is no CART B B + = -
significant difference. E];L - j :: : j
A summary of the comparisons is shown in Table V. The M . = T ¥ T
total number of wins (losses) are 13 (39), 20 (27), 29 (19), CCN KNN B B = - =
39 (9). and 18 (27) for the methods DEL, LM, KNN, CART, LU I S = -
and RF, respectively. The most wining method is CART as it DEL — — 3 - —
outperforms the other methods 39 times. Moreover, it has the LM - = T + -
least number of losses. In contrast, RF is the worst symbolic | CCUN KNN - - = - -
. . . CART - - + = -
regression performance among the imputation methods. RF RE - T T T =
has the least win cases and the most loss cases comparing DEL = + + + -
to other imputation methods. The performance of using a . LM - = + + -
different method is not related only to the used method, but Wiki ?/;IET — :
also it is affected by the nature of the data set. RF - + + + =
Interestingly, although RF and CART are DT-based methods DEL = - - + +
: . LM + = + + +
and RF is supposed to be superior as an ensemble of DTs, AirQuality KNN + — + +
CART achieved better performance. This seems to be due to CART - - - = -
the ability to deal with different data types. The RF-based RF - - - + =

imputation works as a random forest regressor, whereas CART
2098
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TABLE V
SUMMARY OF THE SIGNIFICANCE COMPARISONS.

Aggregation of the results

DEL | LM | KNN | CART | RF
+ | 13 20 29 39 18
- | 39 27 19 9 27

works as both a classifier and a regressor based on the targeted
variable.

It can be noticed that the symbolic regression performance
after deleting the instances with missing values has the lowest
number of wins against the other methods. Moreover, having
better results when using the deletion approach in some cases
does not mean that it is better to perform symbolic regression
after getting rid of the instances having missing values. That
is, the incomplete data may be faced frequently in some
real applications and this situation is unavoidable. Hence, the
incompleteness situation can occur in small data sets, where
it is not affordable to lose more data.

According to [32], in real-world scenarios, bad generalisa-
tion can be a result of data incompleteness. The assumption
that the training set is representative for all possible instances
might not hold in the case of data missingness. In fact, while
it is possible to learn models from complete instances ignoring
the incomplete ones, these models cannot be applied to predict
a new test instance that has missing values. If the training set
does not contain examples for all system states that are likely
to be observed, it is not possible to create a model that will
generalise well to all new observations.

C. Furthermore Analysis

To have a deeper analysis, the Imports-85 data set is con-
sidered as it has comparatively a moderate ratio of incomplete
instances (=~ 25%). As shown earlier(see Table III), the dele-
tion strategy results in the worst learning ability however the
least test error occurred when performing symbolic regression
after using the CART imputation method.

The Imports-85 data set has 15 numeric features and five
of them have missing values. These features are F1, F9, F10,
F12, and F13 with missingness ratios of 20%, 19.5%, 19.5%,
9.8%, and 9.8%, respectively. When considering the selection
of the incomplete features in the symbolic regression models
learned after using different imputation methods, Fig. 3 shows
the frequency of each feature in the best GP individual over
the 100 runs. This figure shows that the selection possibility
of these features is less when adopting the deletion strategy
than of using most imputation methods.

For more clarification, Table VI shows the frequency aver-
age of the incomplete features when using different imputation
methods. This table shows that using the deletion method
resulted in the lowest frequency for the features F1, F10, and
F13, and the second-lowest frequency for the feature F12.
When considering all the features including the complete ones,
the most commonly selected features are F8 and F3. In fact,
F8 is the most frequently selected feature regardless of the
used imputation method. This means that the method used to
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Fig. 3. The probability of selecting the Imports-85 data set features in the
best symbolic regression models when using different methods.
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TABLE VI
THE SELECTION FREQUENCY FOR THE INCOMPLETE FEATURES IN THE
BEST SYMBOLIC REGRESSION MODELS WHEN USING DIFFERENT
METHODS ON THE IMPORTS-85 DATA SET,

DEL LM KNN CART | RF
F2 0.0275 | 0.0416 | 0.0559 | 0.0478 | 0.0968
F9 0.0546 | 0.0479 | 0.0691 | 0.0758 | 0.0568
F10 | 0.0517 | 0.0646 | 0.0692 | 0.0759 | 0.0716
F12 | 0.0632 | 0.0854 | 0.0851 | 0.0618 | 0.0652
FI3 | 0.0316 | 0.0646 | 0.0585 | 0.0421 | 0.0547
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deal with missing values might not have a large impact on the  [10]
selectability of complete features.
(1]
V. CONCLUSIONS AND FUTURE WORK

In this work, the impact of popular imputation methods o
on GP-based symbolic regression with missing values is
investigated. Moreover, these methods are also compared to
the deletion strategy, where learning is after getting rid of in- ;3
stances that have missing values. The investigations show that
the deletion strategy which is commonly used when dealing [14]
with missing values in the symbolic regression community
is most likely to result in worse performance than imputing
the missing values. Moreover, getting good results with the [19]
deletion strategy in some situations might not reflect the true
pattern of the whole data set.

One main conclusion of this work is that, as the incom- (16]
pleteness issue is common in real-world applications, adopting
imputation approaches has a positive effect when conducting
symbolic regression on incomplete data. When comparing the
; . . : [17]
imputation methods, although there does not exist a single
method that is good for all data sets, the CART method
achieved relatively good results compared with KNN, LM, [8]
and RF. This can be due to its ability to deal with mixed data
more than other methods. Mixed data sets have features from
different types (e.g. categorical and numerical features) which ~ [1°]
suppresses the effectiveness of regression-based imputation g
methods such as RF and LM.

For future work, more experimental work should be done 1]
to investigate the impact of different missingness mechanisms,

i.e. MAR, MNAR, and MCAR on the performance of symbolic

regression with incomplete data. For this purpose, synthetic 221

incomplete data sets can be generated with different ratios and

missingness kinds. The use of imputation methods can be then  [23]

studied and analysed with more statistical evidence. Moreover,

other factors such as data types could be more deeply analysed. [24)
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