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Abstract-An Improved Gene Expression Programming(IGEP)  
is proposed in this paper. It has some new features: 1) 
introducing a new  individual coding;  2) introducing a new 
way of creating constants; 3) introducing a hybrid self-
adaptive crossover-mutation operator, which can enhance 
the search ability and exploit the optimum offspring. To 
validate the performance of IGEP, this paper applies IGEP 
into the solution of the macro-economic predictions. The 
experimental results demonstrate that  Improved GEP can 
automatically find better Optimization Model, based on 
which prediction will be generated much more exactly. 
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I. INTRODUCTION  
 

Gene expression programming (GEP[1]) is an new  
evolutionary algorithm presented by the Portuguese 
scientist C. Ferreira in 2001. GEP and genetic algorithms 
(GA)[2] and genetic programming (GP)[3], have the same  
Mechanics of survival of the fittest . The fundamental 
difference between the three algorithms lies in the nature 
of the individuals: in GAs the individuals are linear strings 
of fixed length (chromosomes); in GP the individuals are 
non-linear entities of different sizes and shapes expressed 
as parse trees; and in GEP the individuals are encoded as 
linear strings of fixed length (the genome or 
chromosomes) which are afterwards expressed as non-
linear entities of different sizes and shapes (simple diagram 
representations or expression trees). 

Above all, GEP absorbs the merits of both GA and GP 
and meanwhile eliminates their demerits. GA facilitates 
genetic operation with its fixed-length linear serial coding, 
but it can only deal with some simplematters. GP, with its 
individual non-linear tree graph, could be used for 
handling complicated problems, however, it is not suitable 
for genetic operations and difficult to understand due to its 
very complexity. In GEP the individuals are encoded as 
linear strings of fixed length which is later conversed to 
expression trees while calculating. It is able to deal with 
many matters such as prediction, classification, symbol 
regression and image processing through the automatic 
creation of  programing. 

Gene Expression Programming is simple, fast, robust 
and easy to use; however, Original Gene Expression 
programming (GEP) may give rise to a slow convergence 
speed in the last of evolution. 

II. RELATED RESEARCH WORK 
 

Portuguese scientist C. Ferreira encodes the individual 
genes in GEP with head and tail[4]. The head is made up 
of elements from operator sets and terminal sets; and  the 
tail consists of element from termianal sets. A problem 
arises when initialization individuals are gennerated 
randomly. The first element generated belongs to terminal 
sets and the corresponding chorosome expression is a 
constant or a variable which is of no practical meaning. 

GEP can make unlimited search in problem solving 
space and generate effective program structures because 
of the mapping between its linear serial and expression 
tree[5][6]. However, after the creating of program 
structure, the system established can still be instable if 
improper parameter is selected[7][8]. 

Reference[9][10] adopts an evolutionary hill climbing 
algorithm based on Multi-parent Crossover. It adopts a 
comparing strategy capable of maintaining the diversity of 
population to judge the quality of individuals, However, 
this algorithm only applies to simple problems and 
requires repeated evaluation of functions many times, 
which can not be widely used in practical  engineering 
predictions.  

In view of this, some improvements are made on 
Original Gene Expression programming in this paper, and  
a new individual coding is proposed, which can reduce the 
no practical meaning  expressing and a new creating of 
constant is proposed, which establishs random constant 
and makes adaptive changes continuously according to 
fitness parameter during the process of program running; 
Meanwhile a novel hybrid self-adaptive crossover-
mutation operator is also introduced to enhance the global 
search ability of the algorithm and the search of non-
convex areas, and maintains the diversity of population. 
 

III.  GEP OF SOLVING FUNCTION MODEL 
 

GEP[5] solves function model problems as follows: 
Step 1. Produce an initial population with NP individuals, 
generation k=1; each individual is a expression tree 
Step 2. Calculate the fitness of each individual in the 
population 
Step 3. Find out from the population the best individual 

bestX and the worst individual worstX . 
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Step 4. Stop if evolutionary generation MAXGENk =  or 
ε<− |)()(| worstbest XfXf ; or else, continue. 

Step 5.  For each individual i, },,2,1{ NPi ∈ , random 
select 5 individuals 54321 ,,,, rrrrr  , individuals form the 
population, irrrrr ≠≠≠≠≠ 54321 . 
Step 6. Use  crossover-mutation operator to recombine 
each individual: 

Mutation:                          )(
321

'
rrri XXFXX +×+=   (1) 

F > 0 is a user-defined scaling factor, 1rX is mutation 

vector. new individual may not always use 
'
iX  directly; it 

may produce new individual iY , by crossover operator as 
showed in formula(2) with the original parent-individual. 
Crossover :     
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},,2,1{ nt ∈  is a random integer, ]1,0[)( ∈jR , j is a 

random number, CR is user-defined crossover probability. 

CR = 1 
'
ii XY = ;      0=CR  ii XY =  

Step 7. choose parent iX and child iY  based on 
tournament selection strategy, better individuals descend 
into next generation population. 1+= kk , goto Step 3. 
 

IV.  IMPROVED GEP 
 

In order to enhance the convergence speed and the 
ability of searching function model and keep the diversity 
of population, improvement on GEP is proposed as 
follows. 

1) an new coding: individual genes are encoded as 
three parts of head, body and tail. The head consists of 
elements from operator sets; the body consists of elements 
from both operator sets and terminal sets; and the tail 
consists of elements from terminal sets. 

h(tail)=h(body+head)*(n-1)+1              (3) 
h(tail) indicates the length of the node, h(body+head) 
indicates accumulated length of head and body; n refers to 
the maximum number in operator symbol. for example, ＋
，－， *, / is monadic operation; sin,ln q, is binary 
operation, and IF is three-demension operation.  In this 
way, it will be guranteed that the chorosome generated at 
random will produce a correct expression; examples are 
shown as follows; 

fig1 shows linear string of individual coding and fig2 
shows expression tree of individual coding. 
 

 
Fig1.  linear string of individual coding 

The respective arithmetic expression is sin(lnb+a)*(a+(a-
b)) 

2) an new way of creating constant: brings in the 
symbol “?” to represent temporary random constant in  
terminate sets and meanwhile uses an array to save 
random constant; and in the process of decoding, replaces 
the symbol “?” with the elements in the array in turn, the 
random constant’s array X[10]={0.43, 0.05, 0.576, 0.001, 
-2.33, 1.178, -0.25, 2.93, 1.33, 0.98}. 
 

  
fig2.  expression tree of individual coding 

 
3) Heuristic self-adaptive crossover-mutation operator. 

Two mutation operators are designed as follows formula 
(4), (5)  

             ∑
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i
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1
1 *            (4) 
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a is a random real number, ]5.1,5.0[−∈ia , 
1

1
=∑

=

M

i
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, M 
stands for the number of parent individual selected. 
Formula 8 is mentioned in reference[10]; random select 

ia  from interval [-0.5, 1.5] may enhance the search ability 
of non-convex domain. 
 

V. EXPERIMENT  AND RESULTS 
 

The experimental data of this paper comes from Rob 
Hydman’s web site[11] where data specially used for time 
series forecasting are sorted out, and from which this paper 
selected some data about macro-economic prediction, that 
is, data of telephone expenditure from 1915 to 1996 in US 
New York, San Francisco. Specific information about the 
data is displayed in the website. As is shown, 984 groups 
of data in all are included in this data sets. This paper takes 
the first 8 groups of data as training sample data and the 
last 30 groups of data as predicting data.  
 

A. Individual parameters 
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. Table 1 Common  Parameters setsting for GEP experiment 

 
 

B. Experiment Results 
 

The experiment chooses function sets F = {+, -, *, /}, 
endpoint sets T = {x0, x1, x2, x3, x4, x5, x6, x7, x8, x9}
，and uses random constant . Running the experiment 10 
times, a preferable model as follows is generated:  

0/((( 8 2)* 3) / 8) 4) 1/( 3* 3) 7 7/( 2* 2)

((( 6/ 3) ( 6 9))/( 1* 2))* 5 (( 0*( 9 7)) 1.203* 8)/ 3

0.56* 0/( 1 (( 4 9) 3)/ 9 ( 1 8) / 9

F x x x x x x x x x x x x x

x x x x x x x x x x x x

x x x x x x x x x

= + − + + + +

− − + − −

+ + + − + − (6) 

∑
=

−=
n

i
yyQ

1

2)'(
                  (7) 

The fitting error Q=0.987490 while the predicting error 
is 0.359066. Experimental result is displayed in Fig3. 

 
Fig3.  Predicting curve of training data sets 

 

C. Analysis of the result 
 

As is shown in Fig3, the using of GEP could promote 
the fitting of training data. Models established through 
improved GEP can better reflect real situation due to its 
smaller fitting error. Furthermore, by fitting previous data, 
the improved GEP can make better prediction on future 
situation; the value of predicting error is 0.359066. 

 

VI. CONCLUSION 
 

GEP is an adaptive, new evolutionary algorithm. 
choosing proper fitness function, this paper comes up with 
a method to design individual coding including three parts 
(head, body, tail) and adopts a new method of creating 
constant to improve GEP’s searching efficiency, and uses 
improved GEP to solve macro-economic predicting 
problems. The experimental result of this paper shows that 
improved GEP can automatically find better models and 
make more precise predication based on the model created 
above. As is shown, improved GEP has promising 
prospects in the field of rules exploration and knowledge 
discovery in large data warehouse. 
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