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ABSTRACT The convolutional neural network (CNN) is a significant part of the artificial intelligence (AI)
systems widely used in different tasks. The binarized neural networks (BNNs) reduce power consumption
and hardware overhead to answer the demands for using AI in power-limited applications. In this paper, a
BNN hardware accelerator is proposed. The proposed approach is based on a novel nonvolatile XNOR/XOR
circuit designed using the magnetic tunnel junction (MTJ) and gate-all-around carbon nanotube field-effect
transistor (GAA-CNTFET) devices. The nonvolatility of the proposed design leads to the elimination of
external memory access that significantly decreases the data transmission delay and power dissipation. More-
over, it consumes low energy, which is very critical in battery-operated devices. Furthermore, the combina-
tional read circuitry of the proposed design leads to high robustness to process variations. According to the
simulation results, our proposed design has a logical error rate of 0.0164%, which is negligible and offers a
significantly high network accuracy even in the presence of significant process variations. Our proposed hard-
ware accelerator provides at least 13%, 29%, and 41% improvements regarding power, power delay product
(PDP), and area compared to its state-of-the-art counterparts.

INDEX TERMS Spintronic, logic-in-memory, hardware accelerator, binarized neural network,
GAA-CNTFET

I. INTRODUCTION

Recently, hardware implementation of neuromorphic compu-
tational architectures has widely been investigated due to the
high performance and low power consumption [1]. Increas-
ing the demands for using human-brain-inspired networks in
electronic devices with limited hardware and power sources
like mobile devices and IoT edge sensors requires area- and
energy-efficient designs [2].
Most recent circuits have been designed based on the com-

plementary metal-oxide-semiconductor (CMOS) transistors
and memristors [1]. The efficiency of CMOS-based designs
has been limited in deep nanoscale nodes due to the short
channel effects and high power density. In addition, critical
parameters like power consumption, throughput, integration
capability, area, and endurance, make the hybrid CMOS-
memristor designs relatively inefficient.
Using emerging technologies like carbon nanotube field-

effect transistors (CNTFET) [3], [4] and magnetic tunnel

junction (MTJ) [4] together with novel architectures like
logic-in-memory (LiM) [5], [6] offers powerful hardware
and energy savings. Moreover, using hardware-efficient
approaches like binarized neural networks (BNNs) can reduce
the power and area overheads and increase the performance of
neuromorphic circuits [5]–[7]. Due to the lower leakage cur-
rents of GAA-CNTFET compared to the CMOS transistors
and considering that in the applications using the proposed
design, the system is idle for most of its life, GAA-CNTFET
has been chosen to save energy and extend the system’s oper-
ational time. Furthermore, the steeper voltage transfer charac-
teristic (VTC) curve of the GAA-CNTFET-based inverter and
the ability to modify the VTC diagram by changing the flat-
band voltage lead to more efficient and reliable thresholding.
Due to numerous weights in neural networks and the

necessity of accessing them in every cycle, power consump-
tion, delay, and complexity will become critical in devices
with limited hardware and power supply. Using LiM
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architecture is one of the most promising solutions for
addressing this issue. Integrating logic and memory in a sin-
gle chip significantly reduces the delay and power for data
transmission. Moreover, the LiM architecture reduces the
routing complexity [8]. Accordingly, using the BNN imple-
mentation with the LiM architecture significantly reduces the
delay, power, and design complexity [5], [6].
Beyond-CMOS emerging technologies can facilitate the

design and implementation of efficient neural networks and
LiM architectures. Due to the significant suppression of short
channel effects and lower energy consumption, replacing
CMOS transistors with CNTFETs can increase energy effi-
ciency, a critical necessity in mobile devices [9], [10]. More
importantly, the threshold voltage of a CNTFET can be
adjusted by changing flat-band voltage (Vfb), which can be
used in low power designs.
Spintronic devices, like MTJs, are promising candidates

for implementing neural networks and have received much
attention in recent years. Non-volatility, intrinsic immunity
to soft errors, high density, and low power consumption of
MTJs make them efficient for low-power LiM architectures
[8]. Moreover, the fabrication process and resistance of
MTJs are compatible with the CMOS and CNTFET devices
[4]. The MTJs do not impose much area overhead, as they
are fabricated on a separated layer above the transistors.
Moreover, MTJs are also superior in reliability and endur-
ance compared to memristors [3], [4].
This paper proposes a high-performance nonvolatile XOR/

XNOR circuit for hardware implementation of the binarized
neural network accelerator. The proposed design offers low
hardware overhead and superior energy efficiency. Further-
more, the proposed design does not need complex and sensi-
tive circuits like sense amplifiers (SAs) and pre-charge sense
amplifiers (PCSAs). Consequently, our proposed design
occupies a smaller area than its state-of-the-art counterparts.
Moreover, our design is resilient to significant process varia-
tions, making the BNN hardware implementation invulnera-
ble to process variations. Consequently, higher accuracy and
performance are reached. Our investigations reveal that by
considering the error rate in network validation, even a tiny
logical error rate can significantly decrease the accuracy of the
hardware-implemented network. The proposed design’s effi-
cient delay, power, and area make it a promising candidate for
binary network hardware accelerator. It is noteworthy that this
design needs neither an analog-to-digital converter nor a digi-
tal-to-analog converter. Moreover, auxiliary circuits like add-
ers and comparators needed to implement the whole network
can be simply realized using CNTFETs. The contributions of
this paper can be summarized as:

� Designing a nonvolatile XNOR/XOR gate for a binar-
ized neural network hardware implementations

� Proposing an efficient architecture for hardware imple-
mentation of binarized neural networks

� Investigating the effect of the logical errors caused by
the process variations on the accuracy of the binarized
neural networks

The rest of the paper is organized as follows: The funda-
mental backgrounds of the study are briefly reviewed in
Section II. The previous BNN hardware accelerators are
reviewed in Section III. In Section IV, the proposed design is
described in detail. The results of the functional and Monte-
Carlo simulations, neural network implementation (using
PyTorch package), and the effect of logical errors on the per-
formance and accuracy of the network (considering the logi-
cal error rates in the validation process) are presented in
Section V. Finally, Section VI concludes the paper.

II. BACKGROUND

A. MAGNETIC TUNNEL JUNCTION

MTJ is a nonvolatile magnetic memory element widely used
in magnetic-based circuits. As described in [2], MTJ consists
of two ferromagnetic layers known as fixed and free sepa-
rated by a thin oxide barrier. MTJ has two operation modes.
If the fixed and free layers have the same magnetic direction,
the MTJ device is in parallel mode and shows a low resis-
tance (Rp). Otherwise, MTJ is in antiparallel mode and
shows a high resistance (Rap). The difference between the
resistances of an MTJ in the parallel and antiparallel modes
is indicated by a criterion called tunnel magnetoresistance
(TMR) ratio, defined as (RAP-RP)/RP. A TMR ratio of 604%
for the in-plane MTJ and 249% for the perpendicular MTJ
[11] was obtained at room temperature.
A critical parameter of an MTJ is retention time. MTJs are

used as nonvolatile memories, so they must have a reason-
able retention time. The retention time of an MTJ is calcu-
lated as

t ¼ t0:exp Dð Þ; t0 ¼ 1 ns and D ¼ HkMsArt

2kBT
(1)

where KB is Boltzmann constant, T is temperature, HK is uni-
axial anisotropy, MS is saturation magnetization, Ar is the
area of MTJ, t is the thickness of the free layer, and D is ther-
mal stability. For a storage class memory, thermal stability
should be greater than 75 [12].

B. CARBON NANOTUBE FIELD-EFFECT TRANSISTOR

The structure of a gate-all-around (GAA) CNTFET is shown
in [3]. The GAA-CNTFET is a promising alternative for
CMOS transistors. Besides the high gate control, electrons
and holes have identical mobilities in CNT, and hence, there
is no need to size the transistors to compensate for the lower
mobility of holes. This feature results in symmetric voltage
transfer characteristics for a minimum-size GAA-CNTFET-
based inverter. Moreover, the threshold voltage of CNTFET
is adjustable through the flat-band voltage (Vfb), which can
be used in low-power design. In addition, due to the perfect
short channel effect suppression, CNTFET shows a high
transconductance, which leads to a sharper transient region in
voltage transfer characteristics and higher voltage gain in the
CNTFET-based circuits [3], [4]. Accordingly, CNTFET is a
promising alternative for the CMOS transistors at deep nano-
scale dimensions, especially in battery-operated systems.
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C. BINARIZED NEURAL NETWORKS

Efficient hardware implementation of convolutional neural
network (CNN) is challenging in hardware and energy limi-
tations applications. Binarization is one of the solutions to
overcome this issue [7]. Binarization aims to find the best
approximation of CNN by using bit-wise operations instead
of floating-point operations. A CNN architecture can be rep-
resented as a triplet <X, W, �>, where X ¼ Xn(n ¼ 1,2,. . .,
N) and Xn is the input of the nth layer of CNN. Also, W ¼
Wm(m ¼ 1,2,. . ., M) and Wm is the mth

filter in the nth
layer, and M is the number of filters in the nth layer. More-
over, � represents the convolution operation of X and W.
There are two approaches to binarization; the first is to binar-
ize weights, and the second is to binarize weights and inputs.
In XNOR-Network [7], the second approach is used. W can
be estimated by a binary filter B 2 þ1;�1 and a scaling fac-
tor a which can be calculated as

W ¼ B� a (2)

B ¼ sign Wf g (3)

a ¼ 1
k
kWknm (4)

where k is the total number of weights of the mth
filter in the

nth layer. Also, by using Eq. (5), (6), and (7), the input can be
binarized as

XT ¼ HT � b (5)

H ¼ sign Xf g (6)

Consequently, the convolution between input X and filter
W can be approximated as given by Eq. (8):

b ¼ 1
k
kXknm (7)

X �W ffi sign Xf g⊛sign Wf gð Þ � ab

¼ H⊛Bð Þ � ab
(8)

where ⊛ is the XNOR-bitounting operator and � is the ele-
ment-wise product.

III. PREVIOUS WORK

An XNOR/XOR gate based on STT-MTJ for implementing
BNN was proposed in [5]. This design’s state reading is
based on the pre-charge sense amplifier (PCSA). Although
the state reading is fast in PCSA-based circuits and has low
static power, it imposes a large area overhead. Moreover, it
is sensitive to process variations and energetic particle
strikes. Also, it needs a pre-charge cycle for each state read-
ing, which increases power consumption. Considering that a
massive number of XNOR gates are needed in implementing
a BNN, a slight increase in the occupied area and power con-
sumption will significantly increase the total area and power
consumption of the BNN hardware.
Another XNOR/XOR gate is proposed in [6] based on

SOT-MTJ. This design uses voltage division for the state

reading. In this design, it is required to write the input value
on MTJ in each cycle of the XNOR/XOR operation. This
writing operation will lead to a significant power overhead.
Moreover, the reference voltages with slight differences and
an analog comparator in the design structure proposed in [6]
are susceptible to process variations. Moreover, this XNOR
gate needs a negative supply voltage and two reference vol-
tages. In addition, it requires two operational amplifiers,
which increase area overhead.
In [13], an XNOR/XOR gate based on memristors is pro-

posed. This gate was designed using two 1-transistor 1-
RRAM (1T-1R) cells and a current sense amplifier (CSA).
Using a sense amplifier can reduce the read delay, but it is
vulnerable to process variations. Furthermore, the CSA cir-
cuit consumes much energy and leads to a large overhead
area, which is not desirable in implementing BNN in mobile
and battery-operated devices.
Considering that the weights have binary values in a BNN,

sensitivity to process variations can drastically affect the per-
formance and accuracy of the neural network. Due to the
high sensitivity of the designs presented in [5], [6], [13] to
process variations, it will have a considerable negative effect
on the performance and accuracy of the hardware-imple-
mented network.

IV. PROPOSED DESIGN

The proposed energy and area-efficient nonvolatile XNOR/
XOR circuit based on the LiM architecture is shown in
Figure 1. This XNOR/XOR circuit works based on voltage
division, and the functionality of the proposed gate is inde-
pendent of the type of MTJ used. Also, every MTJ writing
method can be used in this design. However, in the binarized
neural network application, since the weights are written one
time on MTJs, a simple switching method like STT can be
used efficiently. Furthermore, as the nonvolatile storing ele-
ments are in the circuit, there is no need to access external
memory. Accordingly, the network’s overall delay, power,
and area overhead are reduced, and the connections will be
more straightforward.
To store the logic ‘1’ (‘0’) as a weight in the MTJ devices,

MTJ1 should be in the antiparallel (parallel) mode, and
MTJ2 should be in the parallel (antiparallel) mode. The write
circuit performs the write operation once after the training
process.

FIGURE 1. The proposed NV-LiM spintronic/CNTFET-based

XNOR/XOR gate.
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To perform the XNOR/XOR operation (read), the signal
CLK is asserted, and the input signal and its complement are
fed to the circuit through the transistors M1 and M2, respec-
tively. The XOR of the input and the weight stored in MTJs
appears at node A, connected to an inverter gate that corrects
the voltage swing and enhances drivability. The output of the
first inverter gate is the XNOR of the input and the stored
weight. Consequently, the second inverter gate generates the
XOR of the input and the stored weight.
When the circuit is in standby mode (no write or read oper-

ation is performed), the write circuit is disconnected from
MTJs, and the transistors M1 and M2 are off. Consequently,
node A becomes float, and its voltage will settle to an inter-
mediate voltage. To prevent the inverters from consuming
high static power in this situation, node A is connected to the
power supply through p-type transistors M3 and M4. The
gates of these transistors are connected to the CLK and
Write_Enable signals. Accordingly, when the circuit is in the
standby mode (CLK and Write_Enable signals are ‘0’), tran-
sistors M3 and M4 are ON, and the voltage of node A will be
equal to the power supply voltage. Moreover, using GAA-
CNTFETs with low leakage currents leads to a significantly
low leakage power during the standby mode. Leakage power
is critical in battery-operated devices, especially those with a
significant standby mode, like IoT edge sensors.
The CLK signal is ‘0’ in the write mode, and the Write_-

Enable signal is ‘1’. Accordingly, the transistor M4 discon-
nects the path between the power supply and node A.
Moreover, transistors M1 and M2 are off, and the write cir-
cuit is connected to the MTJs. The proposed design is com-
patible with all MTJ write methods, and hence, a simple and
efficient switching method like STT can be used. Also, it is
noteworthy that the weights are written on MTJs once after
the training process in the neural networks, and the network
is almost always in the read or standby modes.
Suppose that MTJ1 is in the antiparallel (parallel) mode

and MTJ2 is in the parallel (antiparallel) mode (weight ‘1’
(‘0’) is stored). Let the input be ‘1’. Accordingly, due to the
resistance values of MTJ1 and MTJ2, the voltage of node A

will be lower (higher) than the switching threshold of the first
inverter, and the XNOR output will be ‘1’ (‘0’). For input
‘0’, the voltage of node A will be lower (higher) than the
switching threshold of the first inverter gate, and the XNOR
output will be ‘0’ (‘1’).
As the read procedure of the proposed design is performed

in a combinational manner requiring no SAs and PCSAs, our
design is resilient to process variations. This robustness
makes the BNN hardware implementation invulnerable to
process variations. Consequently, the BNN hardware based
on the proposed design will demonstrate the highest reach-
able accuracy, equal to the accuracy provided by the soft-
ware-implemented network.
The architecture of the implemented binary neural network

based on the proposed design is shown in Figure 2. The out-
put data of each layer should be stored to be used as the input
for the next layer. Therefore, register banks are used to
sequence the data and make it possible to use the proposed
design as a binarized neural network hardware accelerator.
The proposed binarized neural network hardware accelera-

tor can be used in all of the architectures based on the convo-
lutional neural networks [7]. The implemented network
structure in this study is “2�(64C3)-MP2-2 � 2�(128C3)-
MP2-2 � 2�(256)-MP2-2-AP4-2-256FC-Softmax” as illus-
trated in Figure 3. MP, AP, C, and FC stand for max pooling,
average pooling, convolution, and full connection in this
architecture, respectively. Moreover, MP2-2 denotes max
pooling with window size 2�2 and stride2, AP4-2 means
average pooling with window size 4�4 and stride 2, 2�
(64C3) means two convolutional layers with kernel size 3�3
and 64 feature maps. Also, 256FC shows a fully connected
layer with 256 neurons.
As the process variation is unavoidable during the fabrica-

tion process of the integrated circuits and can cause logical
errors and, consequently, accuracy loss, the implemented

FIGURE 2. The architecture of the proposed BNN hardware

accelerator.

FIGURE 3. Simulation result of the proposed NV-LiM XNOR/XOR

gate.
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network is used to study the effect of the process variations
and the logical errors on the accuracy of the hardware-imple-
mented network. In addition, the software implementation
gives a good insight into hardware implementation and its
challenges.

V. SIMULATIONS

In this section, our proposed and previous designs are simu-
lated, evaluated, and compared comprehensively regarding
various aspects of performance and accuracy.

A. FUNCTIONAL SIMULATION AND COMPARATIVE

ANALYSIS

The experimentally validated model of CNTFET [14] and the
STT-MTJ model based on a numerical solution for the Lan-
dau-Lifshitz-Gilbert with dependable precision and the
RRAM model [15], [16] have been used to simulate the cir-
cuits using HSPICE. Moreover, to have fair comparisons, the
previous designs have also been redesigned and optimized
based on CNTFETs. Table 1 shows the critical parameters of
the MTJ and CNTFET devices [14]–[16]. It is worth men-
tioning that Ron, Roff, and Cin for a minimum-size CNTFET
are 13KV, 760MV, and 19aF, respectively. Also, according
to Eq. (1)., the thermal stability of the MTJ used in this
design is 77.4, and the retention time is 4.3 � 1024 seconds.
Figure 3 illustrates the functionality simulation result of

the proposed design. In this waveform, Mz_MTJ denotes the
magnetic direction of MTJs, and Mz_MTJ ‘1’ (‘0’) states
that the MTJ is in the parallel (antiparallel) mode. When the
CLK pulse is ‘1’, the circuit is in the read mode, and the out-
put is valid. When CLK is ‘0’ and Write_Enable is ‘1’, MTJs
can be configured by the write circuitry, and when both the
CLK and Write_Enable are ‘0’, the circuit is in standby
mode.
As shown in Figure 3, at 8ns (18ns), the input is ‘1’ (‘0’),

the stored weight is ‘1’, and the CLK is ‘1’, and hence, the
XOR logic is ‘0’ (‘1’) and the XNOR logic is ‘1’ (‘0’). More-
over, at 38ns (48ns) which is after the change of the stored
weight, the input is ‘1’ (‘0’), the stored weight is ‘0’, and the
CLK is ‘1’ and consequently, the XOR logic is ‘1’ (‘0’) and
the XNOR logic is ‘0’ (‘1’).

The simulation results of the proposed design and the
related designs presented in [5], [6], [13] are given in Table 2.
. The average power consumption, delay, power-delay prod-
uct (PDP), estimated area, and power-delay-area product
(PDAP) are evaluated and compared.
The power consumption and delay of the design pro-

posed in [6] are higher than the other designs. It needs to
write the input on MTJs in each read cycle, which signifi-
cantly increases the delay and energy dissipation. It also
has two operational amplifiers with two current sources,
significantly increasing the power consumption. However,
in the proposed design and the designs presented in [5],
[13], the learned weights are written on MTJs once after the
learning process. Also, the PCSA-based and CSA-based
read circuits occupy a large area. Moreover, the pre-charge
cycle in each read state and the approach used in the
designs proposed in [5], [13] consume higher power than
the proposed design. The design proposed in [13] also
needs a current source that increases power consumption
and area overheads. Furthermore, the designs proposed in
[5], [13] are more susceptible to process variations, which
causes logical errors and consequently degrades the accu-
racy and performance of the network.
Our proposed design does not use read circuits with

significant area overhead like operational amplifiers or
PCSA/CSA-based circuits. Consequently, its area and
power dissipation are significantly lower than the designs
proposed in [5], [6], and [13]. Accordingly, the proposed
design can be considered a promising binarized neural
network hardware accelerator in battery-operated devices
or other devices with hardware and energy resources
limitations.
According to Table 2, our proposed design reduces the

power consumption and PDP by 13% to 93% and 29% to
99%, respectively. Moreover, our design improves the area
and PDAP, at least by 41% and 58%, respectively, compared
to the state-of-the-art counterparts. The proposed design
reduces the delay by 18% and 99% compared to the proposed
design in [5] and [6], respectively. However, the proposed
design in [13] has a lower delay than the proposed design in
this paper.

TABLE 1 The critical parameters of the GAA-CNTFET and MTJ.

Description Value Variation at the �3s level

CNTFET

Gate length 15 nm 10%
Gate width 15 nm 10%
Gate oxide dielectric thickness 4 nm 10%
CNT diameter 1.2 nm 10%
CNT-metal contact length 20 nm 10%

MTJ

Oxide barrier thickness 1.1 nm 5%
TMR under zero voltage bias 300% 10%
Minimum TMR under operational voltage 270% –

Free layer thickness 2 nm 5%
MTJ surface 60 nm � 60 nm 15%
Resistant area product (RAP) 10 15%
MTJ resistance under zero bias voltage 18.1 KV–71.7 KV –
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B. MONTE-CARLO SIMULATIONS

Monte-Carlo simulations have been carried out to validate
the functionality of the designs in the presence of process
variations. Table 1 shows that Gaussian distribution and var-
iations at the 3s level have been considered for the process
parameters [2]. Also, the variations for the design presented
in [13] have been considered according to the details given
in [17]. As the total number of XNOR/XOR gates in the
implemented network is 8064, Monte-Carlo simulations with
a reasonable number of 10,000 runs have been performed for
each design. However, due to the error rate of 0 for the pro-
posed design in this simulation, another Monte-Carlo simula-
tion considering 1,000,000 random samples has also been
conducted for the proposed design.
The logical error as a critical parameter has been investi-

gated in the Monte-Carlo simulations to evaluate the impact
of the process variations on the functionality of the NV-Lim
XNOR/XOR circuits. Due to the binary weights in BNNs, an
erroneous weight can significantly affect the accuracy of the
network, and hence, the errors caused by the process varia-
tions are undesirable. The logical error rate has been calcu-
lated by checking the output of each design, considering all
of the 10,000 simulation runs.
The results of the Monte-Carlo simulations, for 10,000

Monte-Carlo simulations, are given in Table 4. The Monte-
Carlo simulation results show at least 12% improvements in
power consumption. Also, our proposed design provides 10%
and 99% lower delay than [5] and [6], respectively. However,
the design proposed in [13] has a lower delay. Moreover, due
to the significantly lower sensitivity of our proposed design to
process variations than its counterparts, it reaches the error
rate of 0 in the Monte-Carlo simulations with 10,000 runs.
To better estimate the error rate for the proposed design,

another Monte-Carlo simulation has been performed consid-
ering 1,000,000 random samples, indicating that the proposed
design has a failure rate of 0.0164%. Considering the total
number of XNOR gates in the implemented network, 8064,
this failure rate is negligible. The accuracy of the network
implemented using our proposed design is approximately
equal to the accuracy of the software implemented network
(only a 0.89% reduction in accuracy). However, the design
proposed in [20] shows an error rate of 10.5% in the presence
of process variations. This is mainly due to the sensitivity of
the PCSA circuit to the process variations. Moreover, in this
reading strategy, the resistance of each discharge path can

easily change by the process variations, which can lead to log-
ical errors. The error rate of the design proposed in [6] is
29.7%, mainly due to the slight differences between the refer-
ence voltages and the use of analog operational amplifiers. A
slight variation in critical parameters can change the voltages
so that logical errors occur. Also, the error rate of the design
proposed in [13] is 20.8%, which is primarily due to the sensi-
tivity of the CSA circuit to the process variations.
Furthermore, the resistance of RRAM is sensitive to pro-

cess variation, which can change the amount of current passed
through the device. Accordingly, as this current is used in the
CSA part to generate the output, this variation can signifi-
cantly increase the error rate. It is noteworthy that due to the
lower sensitivity of the proposed design to variations, the CVs
of its delay and power are less than the other designs.

C. BINARIZED NEURAL NETWORK APPLICATION

A BNN has been implemented using the PyTorch package in
Python for analyzing the functionality and performance of
the NV-LiM XNOR/XOR circuits in the hardware imple-
mentation of neural networks. The implemented network is
shown in Figure 3. The results are used to study the impacts
of the process variations and logical errors on the accuracy of
the BNN hardware accelerators.
The logical error rate of the NV-Lim XNOR/XOR circuits

(given in Table 4) have been applied to the weights of the
implemented BNN to consider the impact of the inevitable
process variations on the accuracy and performance of the
BNNs. The simulation results of the hardware implementa-
tion of the BNNs with these weights and its software imple-
mentation are given in Table 4.
Due to the weight binarization in BNNs, the process varia-

tions can completely flip the value of the weights, which can
drastically affect the accuracy of the network. Because our pro-
posed design has no logical error, the accuracy of the imple-
mented BNN based on our design is equal to the software
implementation. However, due to logical errors in the gates
proposed in [5], [6], [13], the accuracy of the implemented net-
works based on these gates is degraded. For our design and the
designs proposed in [5], [6], [13], 100 BNN validations have
been performed, and the logical error rates have been consid-
ered by changing the weights randomly.

TABLE 2 Performance comparison of the NV-LiM XNOR/XOR

circuits.

Design [6] [5] [13] Proposed

Average Power (nW) 18127 1281 4786 1114
Static Power (nW) 18085 1264 4767 1095
Delay (ps) 2164 11 4 9
PDP (aJ) 39226.82 14.09 19.14 10.02
Area (nm2) 20876 20876 24560 12280
PDAP (fJ.nm2) 818899.09 294.14 470.07 123.04

TABLE 3 Monte-carlo simulation results of the LiM XNOR/XOR

circuits.

Designs [6] [5] [13] Proposed

Power
Minimum (nW) 16348 897 3955 891
Average (nW) 18127 1295 4799 1123
Maximum (nW) 20501 1958 5871 1768

s/m (%) 29.17 17.13 17.21 16.12

Delay
Minimum (ps) 2182 6 3 3
Average (ps) 2641 10 5 9
Maximum (ps) 3765 20 9 11

s/m (%) 32.3 25.12 25.09 23.4

Error rate (%) 29.7 10.2 20.8 0
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The validation results show a high sensitivity of the BNNs
based on these designs to binary weight variations. Further-
more, it is noteworthy that the network’s sensitivity to differ-
ent weights is not the same. This point is considered by
performing 100 validation runs to reach reliable results. The
minimum, average, maximum, and s/m of the accuracies are
given in Table 3. The results demonstrate that the proposed
design has far higher accuracy than the other designs. More-
over, the results given in Table 3 indicate that our proposed
design offers at least 13% lower power, 29% lower PDP, and
41% smaller area in comparison with its counterparts.

VI. CONCLUSION

A new nonvolatile spintronic LiM XNOR/XOR circuit based
on CNTFETs and MTJs has been proposed in this paper.
The proposed design is used in the hardware implementation
of the XNOR network. Due to the massive number of XNOR
gates in the structure of BNNs and the demand for using bio-
inspired designs in applications with limited hardware and
power resources, the proposed design can be used efficiently
in such applications. The proposed NV-LiM gate reduces the
power, PDP, area, and PDAP at least by 13%, 29%, 41%,
and 58%, respectively, compared to its state-of-the-art coun-
terparts. The impact of the logical errors caused by the pro-
cess variations on the accuracy of BNNs has also been
investigated. The accuracy of our proposed design with no
logical error reaches the accuracy of the software-imple-
mented network. Moreover, our proposed design offers at
least 13% lower power, 29% lower PDP, and 41% smaller
area for the complete implementation of the network com-
pared to its state-of-the-art counterparts. Accordingly, the
proposed design is a promising candidate for a hardware
accelerator in binarized neural networks.
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