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Further we note thaRJM (H) and RRJM (H) might be inves- A Tunable Gaussian/Square Function
tigated and used in the future in many fields of mathematics and Computation Circuit for Analog Neural Networks
engineering.
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In most practical analog neural networks VLSI, flexible tuning of

Gaussian function finds applications in several successful neural

function parameters is a must due to the inherent learning/adaptive
characteristics of neural networks. In this paper, we propose a

Gaussian/square function computation circuit, in which the center,

width, and peak amplitude of the dc transfer curve can be adjusted

independently. In Section Il, the dc characteristics of the proposed
circuit working in weak and strong inversion regions are derived.
Moreover, effect of transistor mismatch is also studied. In Section IlI,

Manuscript received April 16, 1996; revised January 27, 1997. This work

was supported in part by the National Science Council, Taiwan, R.O.C, under
Grant NSC83-0404-E-002-060. This paper was recommended by Associate

Editor O. K. Ersoy.
The authors are with the Department of Electrical Engineering, National

Taiwan University, Taipei, Taiwan 10617 R.O.C.
Publisher Item Identifier S 1057-7130(98)00789-7.

1057-7130/98%$10.00 1998 IEEE

Authorized licensed use limited to: Wikipedia. Downloaded on June 23,2025 at 04:54:26 UTC from IEEE Xplore. Restrictions apply.



442 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 45, NO. 3, MARCH 1998

implementation and testing results are presented. Finally, conclusions current correlator
are drawn in Section IV. vdd

II. CIRcuIT DESCRIPTION

In the analysis, the followindg—V relationship of MOS transistors
are adopted. For strong inversion,

saturated region

K
Ips = 5‘ (Vas = Vi)? (1)

linear region
Ips =K |[(Vas — Vi)Vps — 1Vis] @)

where K = 11,Cox (W/L). For weak inversion [14]
Ips = Iﬁeﬁ\/G/VT(e—VS/VT _ e_VD/VT) 3)

where I is proportional toWW/L and x—a constant between 0.7
and 1 is the back-gate coefficient describing the effectiveness of gate
voltage change on channel surface potential.

Among all the Gaussian function circuits mentioned previously,
the “bump” circuit using a “current correlator” is the most compact
one [10] [see Fig. 1(a)]. The output current of the “bump” circuit
operating in weak inversion is given by (assuming M1-M6 are
matched and no channel-length modulation effect)

]- a2 a V'in
5[[, sech <2‘f’"'1‘ ) (4)

However, SPICE simulations [Fig. 1(b)] show that the output curve is
not symmetric, especially in strong inversion region. This is obviously
caused by structural asymmetry in the “current correlator.” Recently,
a symmetric Gaussian function circuit is proposed [see Fig. 1(c)]
[15]. This circuit has symmetrié—V" curves when working in strong
inversion region as well as in weak inversion region [see Fig. 1(d)].
Similar circuit has also been applied to the design of the “soft
differential pair” [16].

Assuming M1-M8 are matched, the output current of Fig. 1(c) can
be expressed by (see [10] and Appendix for details)

weak inversion strong inversion

weak inversion

1.1z
CT NI+ Ik EI
Vi c
=1, sech’ <—h‘ - ) (5) . ) _
r 0 weak inversion strong inversion
strong inversion T T
- \/§ -1 20
I, ~2I 1Ip — 3 (I + Ir) %
1.0
=1 I, — QKVii ) (6) .
2 2 64 02 [} 02 04
vin(v)
Equation (5) has been demonstrated to be a Gaussian-like function (d)

[10], and it is also.?wdem that (6) describes a square function. Fig. 1. (a) The “bump” circuit. (b) Simulation results of (a). (c) A symmetric
As to the tunability, the center and peak amplitude can be tungéilsion of (a). (d) Simulation results of (c).

by varying V| and I, respectively; while the width can not be

tuned, as implied by (5) and (6). Note thatlif + Ir (= I) is

kept constant, the width can be tuned independently by changing theStrong Inversion Operation

transconductance of the differential pair. To achieve this purposeThe output current of Fig. 2 can be expressed by

we propose a new Gaussian/square function computation circuit as

depicted in Fig. 2. This circuit differs from Fig. 1(c) in that and 21

Ir are first folded to the outer branches and then fed to the “current Io = v2ILik — \/—2 (I + Ir) @
correlator.” In this way,I;. + I in Fig. 2 remains constarit= I..)

even whenl, is being varied for width adjustment. Note that in ordewhere in this circuit

to get zero output current for large input signal, must be larger

than, (m > 1) during the tuning process. Ir=1-1; and Ir=101 -1, 8)
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Fig. 2. The proposed similarity computation circuit. sigma<OC |52'55
sigma
with I; = (I, — I..)/2. The relationship betweeh, I, and Vi, is
given by
2 : 0.01 L
Vi =Vii Vi = Wi i — 4/ 2{2. 9) 1 10 100
K K Ib (UA)
After manipulating (7)—(9), we get (b)

Fig. 3. The dependency of wid{fs) on I: (a) strong inversion region and

(I —1%). (10) (b) weak inversion region.

I I2 K S|
Ioz(l—' 2)1 N ) VR I
V2)5 +\/2 27, 2

Using Taylor’s expansion ati, = 0, I, can be expressed by

T2
I = L. {1 _ Qm,. AVin + higher order term}s (11)
2 2 I,
‘ 0
o\ ?2
L [1 -(+) } az U,

wherem = I,/I,. Equation (11) is valid only forl, > 0. The
width (V) of the square function can be derived from (11) as

+/2I./(v/2mI) by omitting the higher order terms. The peak output -0.4 -0.2 0.2 0.4
current equald, and occurs whei;, = 0. Hence, the width can Vin

be tuned bym(I;) independently of the peak amplitude. Fig. 3(a)
shows the relationship between width afd Here, the width is
determined by minimizing the maximum difference between the
simulated curve from SPICE and an optimal square function. Fig. 4
shows the simulated dc transfer curves and the corresponding errors
introduced by higher order terms in (11). The normalized errors are
less than 4% in the operating range of interest.

10

Lmee e ==

B. Weak Inversion Operation
The I-V characteristic of a simple differential pair biased in weak

output error current (%)
o

inversion region can be described by [14 -10 ! L L 1
¢ 1 y [14] 1 -0.4 -0.2 0 0.2 04
_ _ Vin
h=hir v Pehpavge @33

(b)

Fig. 4. The characteristic of the square circuit: (a) dc transfer curves for
various width (from SPICE simulations) and (b) the corresponding errors.

The output current can be derived as
_ 2IpIg
T I+ 1x

2 o KVin 2
= l[m sech <2VT>+1—m }

by the available maximum and minimum transconductance of the
input differential pair, which in turn depends dia. The minimum
transconductance allowed can be found by setfingp 1. because

=1, |:1 —m? tanh® <;§/l; >:| (14)
which is a Gaussian-like function and is valid only for> 0. Again,
peak output current occurs whéfi, = 0 and equald... So, s can

I, > I,. Note thatl,/2 at the top of Fig.2 is produced by
mirroring half of the current sinl,. Therefore, if the transistor (Mb)
corresponding to the current source enters linear region, the mirroring
scheme fails, which sets the upper limit of the transconductance

be tuned bym(I;) independently of the peak amplitude as in strondower limit of width). Once Mb enters linear region, the tuning of
inversion region. The dependencywbn I, is illustrated in Fig. 3(b). width and peak amplitude become dependent. As indicated in Fig. 3,

In both regions, the circuit achieves a wide peak amplitude rantee circuit has better width(-tuning efficiency when operating in
by controlling I.. The tuning range of widths) is determined weak inversion region than in strong inversion region.
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To estimate the effect of device mismatch, some Monte Carlg
analysis are conducted. In the analysis, the channel length of a
transistors in Fig. 2 are randomly varied according to a Gaussia
distribution with 3¢ equal to 3% of the nominal value. For weak
inversion operation, 50 simulation trials show tBat offset voltage
is 6.60 mV, and3s peak output current error is 0.22 nA for 2.60-
nA nominal current. Further simulations reveal that a quarter of the
aforementioned voltage and current error can be attributed to th
“current correlator.” For strong inversion operation, the resulfing
offset voltage is 23.01 mV, andk peak output current error is 47.70
nA for 649.20-nA nominal current. Also, a quarter of error can bel
attributed to the “current correlator.”

Simulations show that asymmetricity is mainly caused by bias
current mismatch between M3 and M4. Assume thate I — (I, —
Al/2) andIr = I — (14 + AI/2). For weak inversion operation, Fig. 5. Microphotograph of the circuit in Fig. 2.
the output current can be rewritten as

< L —1,- ﬂ) <[2 — I+ Al ) PTAT source and a source with negative temperature coefficient [18].
I, +AI =2 2 2 Another method to achieve stable bias current is current regulation
L [19]. The transconductance of M1/M2 can be kept constant by
Al - L-I making I, a PTAT current source because the transconductance is
Al , I proportional tol/(kT/q).
= I—Zf(Vm) (15)

IIl. M EASUREMENTS

where f(Vin) = tanh(xVin/2V7). The ratio of input referred error o Gircuit in Fig. 2 was fabricated using/8n DPSM CMOS
voltage toAI can be expressed by technology. The microphotograph of the circuit is shown in Fig. 5.

AVin _ AL, 0Via A conservative minimal channel length of 3&m is chosen for
Al ~ AT 09I, reduced channel length modulation effect and larger linear range of
Vi 9 [ £Vin the differential pair. The circuit size is 56 180 um®. During
T sh <2VT ) 16)  the experiment+2.5-V power supply is used. Figs. 6(a)—(c) and

7(a)—(c) show the circuit behaviors in weak and strong inversion
regions, respectively. It is clear that the center, width, and peak
AT AT V2-1 amplitude can be controlled independently. From Fig. 6(b), we see
I+ AL = 2<Il o 7) <12 —lat = ) — 5 I that the measured input offset voltage is around 3-4 mV, within the
30 limit predicted by simulation. Note that (16) and (18) are even

AL, _ V20, o(Vin) (17) functions ofVi,., therefore the output curves are skewed as shown in

Al 4/I; 1 gitin Figs. 6(b) and 7(b). BecaugeVi, /AT is inversely proportional td,

and directly proportional t&i.,, the skew in the outermost curves are
where more significant than those in the inner curves as shown in Fig. 7(b).
Similar phenomenon can also be found when the circuit operates in

- 17 2
g(Vin) = \/<I_‘> — <I“‘“> - Vin. strong inversion region [see Fig. 6(b)].

For strong inversion operation,

I, 21,
The ratio of input referred error voltage oI can be expressed by IV. CONCLUSION

AVin AL, 9Vin Based on the “current correlator” [10], a new Gaussian/square com-
AI — Al 9l putation circuit for analog neural networks is proposed. Apart from
.1, analysis of the weak inversion behavior, the circuit is characterized
1 e 1R I, Vin by detailed formulation and measurements in strong inversion region.
“Tr)T m (8)  This circuit exhibits independent programmability in center, width,
FER and peak amplitude. Thanks to this property, in most cases, the input
. . . . offset voltage and deviated peak amplitude introduced by channel
e o s oot ot g SRt madiation and deie mismaic canbe emaed g
. . . .. training process. Furthermore, this circuit is versatile in the sense that
mlfﬂrgegch be?ween M3 and.M'4 have minor effect on symmetrlmtyw en operating in the strong inversion region, it calculates squared
; tra_nS|stor charact_e ristics are strongly temperature-depend ifference, whereas in the weak inversion region, it realizes Gaussian-
gspeually n W_eak inversion [17]. Here only the temperature effeq Re function. Therefore, it can find applications in various neural
in weak inversion are discussed. TheV characteristics of MOS
: ; . . o ; . network systems.
transistor in weak inversion are similar to bipolar transistors, therefore
some known circuit techniques used in bipolar circuits can be adopted
to reduce temperature dependence of the proposed circuit. APPENDIX
In order to reduce the temperature dependency of peak amplituddhe behavior of the circuit in Fig. 2 in strong inversion region is
and width (o) of the output current, [see (14)[./2 and the formulated as follows: Assuming that the aspect ratios of M1-M8
transconductance of M1/M2 must be kept constant over the specifa@@ matched, and transistors M5/M6 and M7/M8 operate in linear
temperature range. Current souilcg'2 can be implemented using aand strong inversion, respectively. The current through M5 and M7
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Fig. 6. Programmability of the circuit in Fig. 2 in weak inversion region:
(a) center, (b) width, and (c) peak amplitude. Fig. 7. Programmability of the circuit in Fig. 2 in strong inversion region:
(a) center, (b) width, and (c) peak amplitude.

is given by Solving for V3, we obtain
E o o o o V2o oo (VEN]V
I, = % (Vs = V2 — |th|)2 Vy=V,— 3 |:‘/ e = VidVe— < 2d>:| .

= K[(Vaa = Vi = |VipD(Vaa = V3) = 3 (Vaa — V3)’]. (A1)  When this result is substituted into (A3), we obtain, after somewhat

P et o i lengthy manipulations,
SubstitutingVs = V. +V;4/2 andV> = V. — Vi;/2 into (Al) yields

K Via\® Lo=E vy, (Y
[01 = l <V’§ — ‘/:‘ — |‘/;P| =+ ﬁ) ol — 4 c cVid D)
2 2
— I 7 r Vvid 7 7 1 e 7 N\2 7. 7 2 172
-& KV‘“ m VeVl =5 )”‘“ —Va) =5 Vaa —W5)7). + VRV, [1 - t—d N <§Td ) } - (A4)
(A2) ‘ ‘
_ — . _ Similarly,
Let Ve = Vaa — Vo — |Vip| @and V3 = Vyy — V3. Equation (A2) is
then reduced to -, — 72
) Lo =2 3V24 Vv + ( ;)
- PN
Iul = I_x <VL + ‘/”l - V’S)
2 2 57 1/2
Vo |1 Dt (i) A5
x|V G- 5 i) (A3) YT e G -89
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Io = Iol + IOZ

Adding (A4) and (A5), and using Taylor's expansion, we have
_K

s VA Vie 3 (Via\’
72 ;d = _
2{$c+2 VC+S<VU>+ }

where all terms containing even powers ©f;/V. have been
cancelled. Assume thdfiys < V.(= Vaa — V. — |Vi,]). we retain
the first term of the above equation, then

)]

T Qﬁ)<p_

~ V2Vl

I, ~ —

| B

id
2

or

I B - .
L % o (Vi = Vgl = V2

+ (Vaa — [Vip| — VZ)Q — \/E(h - Vz)z]- (A6)

(4
(5]

(6]

[7]

(8]

El

[10]

Equation (A6) is the relationship between the output current and tHe!l
node voltage(V; and V3). Since M3 and M4 are diode-connected
transistors, and operate in the saturated region. Thus, the drﬁi@]

currents of M3 and M4 are given by
K

L= (Var = Voo = V0", I = 5 (Vau = [V = V2)*
. R 21 R . R 21
= Vaa—|Vip| =V1 = \/% Via = |Vip| = V2 = —Bfi. (A7)

When the differential is biased in saturated region [#% relation-
ship is well known as

121 /21
A Vo S VY (e T R
‘1“ - ‘ll] ‘ll] I\Y I( (AS)
and
Iy =1, + Ig. (Ag)
Substituting (A9) into (A8) and solving fof;, and I», we get
I, I, (KVi KV
IL—E 5 < L e (A10)
I, I, (KVZ K%V
In = 55 < I i ) (A11)

Substituting (A7), (A10), and (A11) into (A6), we have

NG : R
f=vant- 22l = L - Pz @
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