
4 Amplification

The ability to amplify weak signals was an important milestone in the development of
radio technology. This was first achieved around 1912 using a triode thermionic valve and
such devices were steadily refined over the next four decades. Around 1947, however, a
revolution happened with the development of the transistor and this led to an explosion of
semiconductor innovations that eventually resulted in the integrated circuit. This chapter
discusses the development of both semiconductor and valve technology. In particular, the
development of RF amplification and its impact upon the development of radio. Practical
amplifiers suffer from a host of problems that include noise, nonlinearity and parasitic
capacitance. The chapter discusses the impact of these factors upon radio performance
and, in particular, the ways in which their detrimental effects can be mitigated.

4.1 Thermionic Valves

The first experiments on thermionic valves were essentially carried out by Thomas Edison
around 1883 in an attempt to improve the performance of incandescent electric light
bulbs. He placed an electrode inside the bulb and found that a current flowed when
this was made positive, but no current flowed when it was negative. Edison had created
what was essentially a diode. Unfortunately, Edison was not interested in carrying this
work forward and it was left to a British physicist, John Ambrose Flemming, to develop
Edison’s work into something that was much needed in radio, a reliable diode. In the first
half of the 1890s, Flemming published several papers on what had become known as the
Edison effect. We now know that the heating of the filament (the cathode) in the bulb
causes electrons to be ejected and these will then be attracted to, or be repelled by, the
inserted electrode (the anode or plate). In 1904, Flemming patented the first diode valve
and the history of radio was changed forever. Figure 4.1a shows the configuration of a
typical early diode in conduction. The use of a separate electrode, the cathode, to supply
the electrons soon became common practice (see Figure 4.1b). The filament now simply
heated the cathode to a point where it could release electrons. Such an arrangement
meant that the filament supply did not interfere with the electron flow and could be in
common with other valves in the circuit. In conduction, the relationship between the
current IP flowing through the valve and the cathode to anode voltage VP is given by
the Child–Langmuir law IP = κV3/2

P where κ is a constant known as the perveance of
the valve.
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Fig. 4.1 Diode thermionic valve (vacuum tube).

The next major development in the story of thermionic valves (or vacuum tubes as they
are sometimes known due to the vacuum inside the bulb) was to place an extra electrode
(called a grid) between the cathode and anode. The grid is a coarse mesh so that it does
not impede the flow of electrons from cathode to anode, but is sufficiently close to the
cathode for its field to have considerable control over the emission of electrons (a negative
grid voltage decreases the emission of electrons, whilst a positive voltage increases the
emission). Known as a triode valve, such a device is capable of amplification. A device
of this nature was developed by Lee De Forest in 1906 (he called his device an audion),
but it took many years before such devices were refined to a point where they could be
of much use to radio. By about 1912, however, effective triode valves were available
and such valves drove the next stage in the development of radio. Figure 4.2a illustrates
the triode (notice we have omitted the filament since it does nothing more than heat the
cathode) and 4.2b shows a typical set of characteristic curves. These curves show how
the anode current IP varies with grid voltage VG and anode voltage VP. If we insert a
load RL into the anode circuit (see Figure 4.3a), the anode voltage VP will vary with
grid voltage VG according to the points on the load line of Figure 4.3a. For a given grid
voltage, the intersection of the corresponding characteristic curve with the load line will
provide the anode current IP and anode voltage VP. If the grid is negative (the normal
mode of operation), the current flow is well approximated by

IP = κ(VP +μVG)
3
2 , (4.1)

where κ is the perveance mentioned above and μ is the amplification factor. As a
consequence, the voltage drop across the load RL will be

VL = RLκ(VP +μVG)
3
2 . (4.2)

The valve will perform voltage amplification, but it will be noted that the amplification
can be highly nonlinear. We will return to this issue when we study transistors.

Figure 4.4 is a simple radio that is based on a triode valve and employs what is
commonly known as a grid leak detector. The tuned circuit is coupled to the grid through
the capacitor C2 and the grid is biased to the same voltage as the cathode through a very
high impedance resistor R. Consequently, the grid will only conduct on positive voltage
swings at the output of the tuned circuit. During such periods, the grid leak capacitor C2
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Fig. 4.2 Triode thermionic valve (vacuum tube).
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Fig. 4.3 Triode thermionic valve with load.
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Fig. 4.4 Radio based on a grid leak detector.

will charge up and then maintain a negative bias on the grid during negative swings. The
capacitor C2 needs to be chosen large enough to smooth out the RF component at the grid,
but not so large that it smooths out the modulation. The voltage at the grid will therefore
follow the amplitude modulation of the signal and this will be amplified through the valve.
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4.2 Semiconductor Diodes

The valve diode was a reliable replacement for the point contact diodes developed by Bose
and others, but its heavy power requirement was a severe drawback. However, in 1940,
Russell Ohl discovered the semiconductor pn junction, and this led to the development of
highly reliable and effective diodes, without the heavy power consumption of valves. To
understand the pn junction we first need to understand what is meant by a semiconductor.
A crystal form of many materials results when the atoms are bound together by sharing
the electrons in their outermost electron shell (this is often known as a covalent bond).
Figure 4.5 depicts a crystal solid consisting of atoms with four electrons in their outermost
shell. If the solid consisted of carbon atoms, the outermost shell would be an L shell with
four electrons (this solid is in fact diamond). Furthermore, once it has shared its electrons
with its neighbours, its L shell would be full. As a consequence, there is no option for
electrons to move to higher energy levels (they would need to bridge the large energy
gap between the L and M shells) and hence gain the kinetic energy of motion, i.e. the
material is an insulator. If the crystal consists of silicon atoms, the outermost shell is an
M shell containing four electrons. In this case the outer shell is not full and so electrons
can more easily enter higher energy levels for which the additional energy is now the
kinetic energy of motion. At room temperature, several of the electrons of silicon will
have achieved these higher states and will be available for conduction when an electric
field is applied. Such a material is known as a semiconductor. Another example of a
semiconductor material is germanium, an atom for which the outermost shell is an N
shell containing four electrons.

The conductivity of semiconductors can be improved by the addition of some impurity
into the solid. Consider adding an impurity consisting of phosphorous into a crystal of
silicon. The outermost shell of a phosphorous atom is an M shell containing five electrons.
When some phosphorous atoms are added to the silicon crystal (i.e. it is doped), four
of the five phosphorous electrons will be shared with neighbouring silicon atoms (see
Figure 4.6). The fifth electron, however, is not bound by the sharing mechanism and can
easily move into the available energy levels of the M shell, empty in the case of silicon.
Consequently, very little electric field will be required to move an electron through the

E

Fig. 4.5 In a semiconductor crystal, some electrons can attain energy levels that allow them to move.
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Fig. 4.7 The flow of charge through a p-type semiconductor by movement of holes.

crystal. Now consider adding an impurity consisting of boron to a crystal of silicon. The
outermost shell of a boron atom is an L shell containing three electrons. When some
boron atoms are added to the silicon crystal, the three electrons will be shared with
neighbouring silicon atoms (see Figure 4.7). There will, however, be an electron hole
in the L shell of one of the neighbouring silicon atoms. Very little electric field will
be required to move an electron of a neighbouring atom into the hole, hence creating a
hole in the neighbouring atom. This hole will then be filled by an electron from another
neighbouring atom and so on through the crystal. In this way, there will be an effective
flow of positive charge through the crystal. In deference to the type of charge carrier, the
phosphorous-doped material is known as an n-type semiconductor and the boron-doped
material as a p-type semiconductor.

It is possible to grow a semiconductor crystal in which one half is p-type and the other
half is n-type. When there is no field across the junction, there is still some charge flow by
the process of diffusion. Under this process, thermal agitation will cause carriers to flow
from a region of strong concentration to a region of low concentration. Electrons will
flow from the n-type semiconductor to the p-type where they fill holes and holes will flow
from the p-type semiconductor to the n-type. This produces an accumulation of positive
charge in the n-type region and negative charge in the p-type region. As a result there is
a depletion region either side of the junction that is devoid of carriers. The accumulation
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Fig. 4.8 A p-n junction at equilibrium.

of charge on either side of the junction will lead to an electric field that will increasingly
oppose the migration of further carriers across the junction until the diffusion is reduced
to a trickle. It should be noted, however, that thermal agitation will always produce some
minority carriers (holes in the n-type semiconductor and electrons in the p-type) and
these will be swept across the junction by this field and form what is known as the drift
current. Eventually, the drift current and residual diffusion current will balance each
other and we will have a state of equilibrium. In this state, the potential difference across
the junction will vary as shown in Figure 4.8. The equilibrium potential difference Vd

across the junction is known as the diffusion potential and has a value around 0.3 volts
for germanium and around 0.8 volts for silicon.

If a voltage is now applied across the diode with the n-type end positive, known
as reverse bias, it will further impede the diffusion and enhance the drift current.
As a consequence, only a small amount of current will flow from n-type to p-type
semiconductor (see Figure 4.9b). However, if a voltage is now applied with the p-type
end positive, known as forward bias, the voltage drop across the depletion layer will be
reduced and the diffusion current significantly increased (see Figure 4.9c). The current
I through the diode is related to the potential drop across the device through the relation

I = Is

(
exp

(
eV

ηkT

)
− 1

)
, (4.3)

where Is is the reverse saturation current, e is the charge on an electron, V is the voltage
across the device, k is Boltzmann’s constant, T is the absolute temperature and η is a
constant that can have a value between 1 and 2.

The original semiconductor diodes were of the point-contact variety. In such devices,
an n-type semiconductor is fused to a metal contact (often aluminium) to form the cathode
and then the anode is formed by contact with a metal wire (usually tungsten) having a very
fine point. Some of the metal ions from the point then migrate into the semiconductor
and form a small p-type region. As mentioned above, an alternative process is to grow
a semiconductor crystal with the desired regions of semiconductor type. The crystal is
steadily pulled out of a semiconductor melt to which is added, at appropriate stages,
suitable amounts of impurity in order to attain the desired pn structure.
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Fig. 4.9 Voltage drop and currents across a pn junction.

4.3 The Bipolar Junction Transistor

The next big step forward was made in 1947 with the invention of the bipolar junction
transistor (or BJT for short) by the American physicists John Bardeen, Walter Brattain
and William Shockley of AT&T’s Bell Laboratories. They took the crucial step of adding
an additional p-type layer resulting in a germanium device with two junctions. In fact, in
the first device invented by Bardeen and Brattain, the p-type regions were created using
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Fig. 4.10 Semiconductor diode characteristic and diode symbol.
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Fig. 4.11 The bipolar junction transistor in an unbiased state.

point contacts with an n-type semiconductor. Shockley, however, was able to improve
on this by growing a crystal with an appropriate pnp sandwich. Figure 4.11 shows a
pnp transistor geometry in its unbiased state and from which it will be noted that the
depletion of carriers from the base area has caused a potential barrier to any further
diffusion. The transistor looks like two back-to-back pn junctions, but this analogy is far
too simplistic. Crucial to the transistor’s operation is the very close proximity of the two
p-type regions (not a property of two diodes when connected back-to-back) and a very
much lower density of impurity in the n-type region. We now consider what happens
when the transistor base and collector are biased by negative voltages with respect to
the emitter (see Figure 4.12). It is assumed that the bias voltages are sufficient to make
the base forward-biased with respect to the emitter and the collector reverse-biased with
respect to the base. Positive carriers will now flood into the base, but will find few
electrons to combine with due to the small density of impurity. However, they will feel
a strong pull from the collector due to the reverse bias and will readily flow into this
region. They will do this in preference to flowing out through the base, due to the smaller
distance to be covered. Consequently, a current IC will flow into the collector which is
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Fig. 4.12 A pnp bipolar junction transistor in a biased state.

β times the current IB that flows out through the base, i.e. IC = βIB. The quantity β
is known as the current gain and can have values of the order of 100. Essentially, the
BJT is a current amplifying device. It should be noted, however, that the input current is
related to the voltage that is imposed between the emitter and the base. The base–emitter
junction is essentially a forward biased diode and so the current that flows out of the

base is related to the base–emitter voltage VBE through IBE = Is

(
exp

(
eVBE
ηkT

)
− 1

)
. The

current Is is very small and so we will have that

IC ≈ βIs exp

(
VBE

VT

)
, (4.4)

where VT = kT
e (approximately 25 mV) and we have taken η to be 1.

It is clear that there needs to be a reasonable bias at the collector in order to maintain
a reverse bias on the base–collector junction. Figure 4.13a shows characteristic curves
(the relationship between collector current and collector voltage) for a variety of base
currents. These show that the characteristics become highly nonlinear for low collector
voltages. In reality, the transistor will be used to drive a load and this will affect the voltage
at the collector of the transistor. Figure 4.13b illustrates the situation through what is
known as the load line. For a given base current, the intersection of the corresponding
characteristic curve and the load line will provide the collector–emitter voltage and the
collector current. As the base voltage varies it is clear that the voltage across the load
will vary in sympathy and at a much greater amplitude. This property is put to use in
the simple receiver circuit of Figure 4.13c. The input signal is demodulated by the diode
consisting of the emitter to base junction and then the demodulated signal is amplified
in the transistor (the capacitor C2 filters out any residual RF frequencies).

https://doi.org/10.1017/9781108684514.005 Published online by Cambridge University Press

https://doi.org/10.1017/9781108684514.005


62 Amplification

V
VI

I

B

C

BE

CE
IB

VCE

a) Circuit description of a biased pnp BJT and a typical characteristic.

VBE
VCE

IB

IC

IB

VCE

VCC

RL

IC

VCC

VCC /RL

b) The transistor driving a load.

dipole
antenna

L C1

C2 speaker

transistor

battery

c) A simple radio receiver using a pnp transistor as both detector and
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Fig. 4.13 Application of pnp bipolar junction transistor to amplification.

The problem with the amplifier of circuit of Figure 4.13b is that it is highly nonlinear.
From (4.4), the relationship between the input voltage VBE and the voltage drop VL across
the load is given by

VL ≈ RLβIs exp

(
VBE

VT

)
. (4.5)

As a consequence, a sinusoidal base voltage VBE would result in a voltage drop VL with
the lower half of the sinusoid missing and the remaining half heavily distorted. In the
above receiver, this is put to good use in demodulating the incoming signal. On the
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whole, however, we would like to amplify without signal distortion. Even without a VBE

that goes negative, the output can still become distorted. As the output current rises,
the value of VCE can fall and there is the possibility that the lower half of the sinusoid
will stray into the highly nonlinear region on the left of the characteristic. In general,
an amplifier needs to be designed so that the output voltage does not stray into these
strongly nonlinear regions. The solution is to create a DC bias at the transistor base so
that the input voltage does not stray into negative territory and to choose the load so that
the VCE does not stray into the nonlinear region of small VCE . For appropriate choices
of bias and load impedance, it is possible to get variations in voltage drop across the
load that are very nearly a constant multiple of quite large variations in the base voltage
(see Figure 4.14). Obviously, to choose a suitable bias point, one would need to study
the manufacturer’s characterisation of the transistor.

The pnp geometry is not the only combination of semiconductors that produces
a transistor device and an alternative is the npn combination (see Figure 4.15). The
behaviour of the npn device is much the same as a pnp device, except that we must
change the polarity of the biases. Figure 4.16a shows an amplifier circuit that uses an
npn transistor. It will be noted that we have derived the base bias from the collector supply
VCC with a suitable voltage divider (this is a common arrangement). It will be further
noted that there is also an emitter resistor that has a bypass capacitor CBP (the value of this
capacitor is sufficiently high for it to behave as a short circuit at signal frequencies). This
resistor might seem unnecessary, but it provides feedback that stabilises the operation
of the transistor. The DC bias voltage VBE is chosen such that the quiescent current IQ

through the transistor (the current that flows when there is no signal) places the variations
in output voltage vo well away from the regions of nonlinearity. Once the appropriate
quiescent collector current IQ has been ascertained, the emitter resistor RE needs to be
chosen to give an emitter voltage VE that is the maximum consistent with the operation
of the transistor (it must allow a sufficient swing in the output voltage). The voltage
divider (R1 and R2) needs to be chosen to give a voltage VBE + VE at the base and, in

time

time

IC

VCEVCC

VCC/RL

vCE

VBE

ic

Fig. 4.14 Input/output relationship for a biased amplifier.
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Fig. 4.15 A npn bipolar junction transistor in a biased state.
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Fig. 4.16 A npn bipolar junction transistor in a biased state and a simple small-signal model.

most circumstance, VBE is sufficiently approximated by the diffusion potential Vd (0.3
volts for germanium transistors and 0.8 volts for silicon). Divider resistances need to be
chosen large enough that they do not overload the source (i.e. have a combined resistance
well above that of the source), but small enough that they themselves are not overloaded
by the transistor.

We now turn to the reason for the emitter resistance RE . From (4.5) it can be seen
that the current gain β, and the temperature T , have a big impact on the quiescent
current once VBE has been set. Obviously, temperature will vary considerably, even
under normal conditions. Furthermore, there can be a considerable spread of β in
manufactured devices. If current rises due to a change in temperature, the voltage
across RE will rise. As a consequence, the voltage VBE will fall and, along with it, the
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current. Consequently, RE provides feedback that stabilises a device against fluctuations
in temperature. Further, this feedback also helps to stabilise against fluctuations in β.
Larger values of RE provide better feedback, but the value will need to be moderated by
the other requirements of the design.

Once we have fixed the DC components of current through the bias circuits, we can
ignore this aspect and deal with the RF signal alone, assumed to be a small fluctuation
about the quiescent state. For such an analysis, the bypass CBP and blocking capacitors
CBL are replaced by short circuits. (The purpose of the blocking capacitors is to prevent
the bias of one stage of a more complex circuit affecting that of another stage and
their values need to be chosen to be large enough to behave as a short circuit at
signal frequencies.) Further, the DC supply is treated as a short circuit (note that we
normally place a bypass capacitor across the supply in order to ensure this). The circuit
in Figure 4.16a will now reduce to that shown in Figure 4.16b. Note that the transistor
has been replaced by a linear model (the circuit within the broken rectangle) and this is
valid for small signals. In this model, the transistor is effectively a current source with
the current proportional to the base current. Resistance r′

b is known as the base spreading
resistance and re as the emitter resistance. From the circuit of Figure 4.16b, we find that

vi = ibr′
b + (β+ 1)ibre (4.6)

and

vo = −βibRC , (4.7)

where we have used lower case letters to denote RF voltages and currents. Eliminating
ib between (4.6) and (4.7), we obtain that

vo = −RC
β

r′
b + (β+ 1)re

vi = −RCgmvi, (4.8)

where gm is known as the transconductance of the amplifier. Under normal circum-
stances, r′

b is very small and can be ignored. On the other hand, β is usually large and
so gm ≈ 1/re.

An alternative form of small-signal model is shown in Figure 4.17. To apply the
model, however, we need values for the transconductance gm, the input resistance rπ
and the output resistance r0. The transconductance is given by gm = dIC/dVBE when

r v

emitter

base collector

gm ro

vi vo

RC

Fig. 4.17 An improved small-signal model.

https://doi.org/10.1017/9781108684514.005 Published online by Cambridge University Press

https://doi.org/10.1017/9781108684514.005


66 Amplification

evaluated at the quiescent current IQ (i.e. gm = IQ/VT ) and the input resistance by
rπ = r′

b + (β + 1)/gm from (4.6). Output resistance ro is due to the small slope of the
characteristic curves at large VCE and can normally be ignored (it has a value of the
order of 100 Kiloohms). Referring to Figure 4.16, we have that vo = −gm(RC ‖ r0)vi,
i.e. the voltage gain of the amplifier is −gm(RC ‖ r0). Further, to a load, the amplifier
looks like a voltage source with impedance RC ‖ ro.

4.4 The Field-Effect Transistor

The field-effect transistor (FET) is a transistor device with very different physics from that
of a BJT. In a BJT the conduction is interrupted by a layer of different-type semiconductor
that controls the current through the device by means of a current through a contact that is
connected to this intermediate layer. In the FET, however, the flow through a continuous
semiconductor is controlled by an electric field that is applied through a contact known
as a gate. The gate current is negligible and so the device is voltage-controlled rather than
current-controlled. Such transistors can be traced back to 1925 when Julius Lilienfeld
took out a patent on such a device. Efforts to create a working transistor were frustrated
by the available technology and it was only with developments that came through the
BJT that a successful device could be constructed.

There are two major varieties of the device: the junction FET and the insulated gate
FET. A junction FET (or JFET) consists of semiconductor channel (the ends of which
are known as the source and drain), but with a diode junction on the side of the channel
(known as the gate). The diode is reverse-biased and so there is a depletion region whose
size is then controlled by the voltage between the source and gate. In order to enhance
the size of the depletion region within the channel, the channel is much more lightly
doped than the gate region. The size of this depletion region will then control the current
that flows through the device (see Figure 4.18a). A typical characteristic behaviour of
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Fig. 4.18 N channel JFET and IGFET.
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Fig. 4.19 JFET circuit and characteristic.

an n-channel JFET is shown in Figure 4.19, along with a circuit description. Consider a
fixed VGS (source to gate voltage), for small VDS (source to drain voltage) the channel
will initially behave as a simple resistor with VGS controlling the channel resistance. As
the drain voltage VDS increases, the current ID will steadily increase. However, as VDS

gets larger, the depletion region will also grow towards the drain and start to constrict
the flow. Eventually, a point is reached where an increase in flow through the channel
resistor is countered by an increase in channel resistance due to the channel constriction.
At this point, we have reached saturation and the current flow remains constant for
any increase in drain voltage. The channel is now effectively pinched-off and the drain
voltage at which this happens is known as the pinch-off voltage. For its operation, the
device requires the gate channel junction to be reverse-biased. There will, however, be a
threshold VT below which there will be no flow through the device due to the depletion
region covering the total width of the device. For operation in the saturated region, the
drain current is related to the gate voltage through the relation

ID = K(VGS − VT )
2, (4.9)

where K is a constant that depends on the device construction.
As with the BJT, we will need to keep the operating range well away from the nonlinear

regions of the transistor characteristic if we are going to achieve linear amplification. We
can do this by choosing a suitable quiescent drain current IDQ through a biasing network
of the sort shown in Figure 4.20a. It will be noted that, since the input impedance of a
FET is very high (of the order of megaohms), the resistors of the voltage divider (R1 and
R2) can also be very large. As with the BJT, manufactured devices can exhibit a great
range of material parameters, in particular VT , and the source resistor RS provides the
feedback that guards against these variations. If �VT is the variation expected from the
devices, and �ID is the allowable variation in drain current, we will need to choose RS

greater than �VT/�ID.
As with the BJT, once we have fixed the quiescent component of current through

the bias circuits, we can ignore this aspect and deal with the signal fluctuations alone.
To do this, we will need a transistor model of the sort shown Figure 4.20b, valid for
small signals. Like the BJT, the FET behaves like a current source. However, the input
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Fig. 4.20 A JFET common-source amplifier and JFET small-signal model.
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Fig. 4.21 Other varieties of FET amplifier.

resistance is now so high that we can ignore it. As with the output resistance of the
BJT, the value of rd is fairly large and can be ignored to a first approximation. The
transconductance is given by gm = dID/dVGS and is evaluated at the quiescent current
IDQ. Consequently, from 4.9, we obtain that gm = 2

√
KIDQ. Referring to Figure 4.20,

we have that vo = −gm(RD ‖ rd)vi, i.e. the voltage gain of the amplifier is −gm(RD ‖ rd).
Further, to a load, the amplifier looks like a voltage source with impedance RD ‖ rd .

Up to now we have concentrated on what is commonly known as the common-source
amplifier, but for small-signal amplifiers there are other options. Figure 4.21 shows two
other varieties of amplifier (common-gate and common-drain amplifiers), both with very
different properties from the common-source amplifier. The output of the common-gate
amplifier behaves very much like the output of the common-source amplifier and is a
voltage source vo = −gmRDvi with impedance RD ‖ rd . Looking into the input, things are
a little different and the relatively high-input impedance of the common-source amplifier
gives way to a relatively low input impedance of RS ‖ g−1

m . For the common-drain
amplifier, the input looks like that of the common-source amplifier, but everything
changes at the output. The amplifier looks like a voltage source vi (i.e. a voltage gain
of 1) with an impedance of RS ‖ g−1

m . The common-gate and common-drain amplifiers
have their counterparts in the BJT world, i.e. the common-base and common-collector
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Fig. 4.22 Other varieties of BJT amplifier.

amplifiers (see Figure 4.22). Further, given the similarity of the BJT small-signal model
to that of the FET, they will possess similar properties.

An insulated-gate FET (or IGFET) is a semiconductor bar (assumed to be p-type for
the present) in which two junctions have been formed (the source and the drain) by
infusing n-type semiconductor. The junctions are joined by an n-type layer, so thin that
almost no current flows between the junctions (see Figure 4.18b). Placed over this thin
region is a metal electrode that is separated from it by an insulating layer. If a positive
voltage is now applied to this electrode, it behaves like a capacitor and positive charge
accumulates. This charge is then counterbalanced by electrons that are drawn into the
thin layer. This enhances the current-carrying capacity of the thin layer by effectively
widening it.

The characteristics for the IGFET are similar to those of the JFET and can be explained
as follows. We consider the capacitor that is formed between the gate electrode and the
thin n-type layer. The average voltage on the channel side will be VDS/2 and so we have
Q = C(VGS −VDS/2) negative charge formed on the channel side (C is the capacity of the
gate channel capacitor). However, current does not start flowing until all the remaining
holes in the thin channel are filled up, i.e. CVT of the above negative charge is not
available as carriers where VT is the gate voltage at which charge starts to flow. We have
charge Qc = C(VGS − VT − VDS/2) that is available as carriers. Most of the voltage
drop across the device will occur in the thin region and so the electric field to which the
charge is subjected will be Ec = VDS/L where L is the length of the thin channel. The
electron field will cause the available charge to accelerate, but this will be moderated by
collisions and the net effect will be a drift velocity vd = μnEc, where μn is a quantity
known as the electron mobility. As a consequence there will be a current μnQcEC/L, i.e

ID = 2K(VGS − VT − VDS/2)VDS , (4.10)

where K is a constant that depends on the device construction. In reality, the voltage in
the gate will not be uniform across the gate, but increase linearly from source to drain.
This will mean that the channel width will decrease as we move from the source to
drain. Further, as VDS increases, there will eventually be a point where the channel is
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pinched-off at the drain end. At this point there will be no further increase in current with
VDS . At the point where we have pinch-off we will have VDS = VGS −VT . Consequently,

ID = K(VGS − VT )
2 (4.11)

and this remains the same throughout the saturation region. Due to the ever-decreasing
size of devices, mainly driven by the ever-increasing complexity of integrated circuits
(ICs), the channel length L has continued to be reduced and this has resulted in ever-larger
values of channel field Ec. However, at a certain level of the field, the carriers will attain
enough energy to set the semiconductor lattice into a quantum mechanical mode of
vibration and hence lose energy to this mechanism. In other words, the velocity of the
carriers will saturate (at a level of about 105 m/s for silicon). The saturation velocity vsat

will correspond to a field level Esat = vsat/μn. If this saturation occurs before pinch-off,
it will result in a modification to (4.11) of the form

ID = K(VGS − VT )
2

1 + VGS−VT
LEsat

. (4.12)

In Section 4.7, we will find that such nonlinearity in transistor behaviour can have
far-reaching consequences for radio receiving systems.

The gate of an IGFET is frequently made by using a thin layer of oxide to insulate the
gate electrode from the semiconductor and, for this reason, these devices are often known
as MOS (metal oxide silicon) transistors. The above n-type channel FET is then known
as an NMOS transistor. A PMOS transistor is an alternative that has a p-type channel
and an n-type substrate. Typical common-source amplifiers for these two transistors
are shown in Figure 4.23 and from which it will be noted that the PMOS drain needs
to have a negative bias (in addition to a negative bias on the gate). The different bias
requirements of the various types of FETs are summarised in Figure 4.24 which shows
the characteristics of these devices in saturation. MOS FETs were invented by Dawon
Kahng and Martin Atalla in 1959 and have now largely superseded the JFET due to their
ease of construction.
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a) NMOS amplifier b) PMOS amplifier

Fig. 4.23 NMOS and PMOS amplifiers.
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Fig. 4.24 Characteristic curves for various FETs in saturation.

4.5 Radio Frequency Amplifiers

At high frequencies, a major problem arises due to the internal capacitances of a transistor.
There is obviously capacitance across the junctions of a BJT and a JFET. Furthermore,
CMOS depends on the capacitance between gate and channel. As a consequence, at RF
frequencies, we need a model of transistor behaviour of the sort shown in Figure 4.25a
(this is appropriate for a FET, but a similar model will also apply to the BJT). The problem
with this model is that the analysis of such circuits is difficult due to the capacitive
feedback that is inherent in the transistor model. It turns out that the capacitances CGS

and CDS are the least problematic and so we ignore them for the moment. Fortunately,
we can further simplify feedback using a result that is known as Miller’s theorem (Miller,
1920). We first note that the source in the FET model can be changed from a current source
to an equivalent voltage source as shown in Figure 4.25b. Consequently, we consider the
amplifier shown in the first circuit of Figure 4.26. It turns out that the feedback impedance
Z can be replaced by impedances Z1 and Z2 at the input and output of the transistor (see
Figure 4.26), providing they are suitably chosen. From the Kirchhoff voltage law we
have,

Vo = AVi + If ro and Vi = Vo + If Z (4.13)

gmvGS rd
vGS

source

gate drainCGD

CDSCGS

a) FET model

gm vGS rd

gm vGS

rd

rd

b) equivalent sources

Fig. 4.25 High-frequency model of a FET.
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Fig. 4.26 Miller’s result.
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Fig. 4.27 Alternative high-frequency model of a FET based on Miller’s theorem.

where vo = �{Vo exp(jωt)}, vi = �{Vi exp(jωt)} and if = �{If exp(jωt)} (i.e. we assume
time-harmonic signals). From Figure 4.25b, we need Z1 to draw the same current as the
feedback circuit, i.e. If = Vi/Z1. Further, from (4.13), we have that If /Vi = (1−A)/(ro +
Z) and so

Z1 = ro + Z

1 − A
. (4.14)

Similar arguments at the output also imply that

Z2 = AZ + ro

A − 1
. (4.15)

For an ideal amplifier (ro = 0 and ri = ∞), we will have Z1 = Z/(1 − A) and Z2 =
Z/(1 − 1/A). For the model of Figure 4.25, the feedback is the capacitance CGD and
this, and the other capacitances, are usually only a few picofarad. As a consequence,
the additional impedance at the output is of the same order as existing impedance. At the
input, however, there is a different story. Assuming we can treat the amplifier as ideal, the
additional impedance will be capacitative (we assume that we have a common-source or
common-emitter amplifier) with the value of the capacitor (1−A)CGD (see Figure 4.27).
For an amplifier with reasonable gain we have a large shunt capacitance at the input,
hence negating the gain of the amplifier by grounding the input at high frequencies. This
is known as the Miller effect and we need to find strategies for countering it.

One possible approach is to cancel out the input capacitance with a parallel tuned
circuit. Figure 4.28 shows the circuit of a simple receiver in which this approach has
been used. In this receiver there is a second amplifier which also acts as a detector.
The operating point of the second amplifier is set to be just above that at which the
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Fig. 4.28 Tuned radio frequency (TRF) receiver.
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Fig. 4.29 Cascode amplifier and dual gate FET.

transistor starts to conduct and so the transistor will only conduct on the positive part of
the RF cycle. Consequently, the average current at the drain will consist of the amplitude
modulation of the signal. The important thing to be noted is that, besides overcoming
the Miller effect, the additional tuned circuits will increase the selectivity of the receiver,
i.e. they will better reject unwanted signals on nearby frequencies. Later we will see
that the ability to reject nearby signals is crucial to the performance of a radio receiver.
The receiver shown in Figure 4.28 is known as a tuned radio frequency (TRF) receiver
and was popular (in its valve form) during the decade after the first world war. The
drawback, however, is that all the tuned circuits need to be adjusted together (the dotted
line in the Figure indicates a ‘ganged’ tuning capacitor) if the frequency of reception is
to be changed.

The Miller effect can be overcome without the use of tuned circuits through the cascode
amplifier (see Figure 4.29a). This circuit is essentially a common-source amplifier that
is followed by a common-gate amplifier (a common-emitter amplifier followed by
a common-base amplifier is used in the case of BJTs). The input impedance of the
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common-gate amplifier will be g−1
m and so this will be the load of the common-source

amplifier, i.e. the gain of the common-source amplifier will be 1. As a consequence, the
common-source amplifier will have no gain and hence no Miller effect. On the other
hand, the common-gate amplifier will have a very low input impedance and so the Miller
effect will have to be extreme in order to have an effect. Furthermore, the total gain of
the amplifier will be that of the common-gate amplifier. By combining two transistors,
we now have an amplifier with the same behaviour as the common-source amplifier, but
without the Miller effect. Since the drain of the bottom FET and the source of the upper
FET are directly connected, the two transistors can be combined into a single device
known as a dual-gate FET. (In the case of valve amplifiers, a similar trick to avoid the
Miller effect consists of adding an additional grid to form a tetrode valve.)

A further example of amplifier topology is the differential pair, as shown in
Figure 4.30a. Consider the RF components of current and voltage. There is a constant-bias
current IB that is set by Vbias and so iaD + ibD = 0. Further, va

o = −RDiaD and vb
o = −RDibD

and, from the small-signal model of a FET, iaD = gmva
GS and ibD = gmvb

GS . Bringing these
relations together, we find that

vb
o − va

o = −gmRD(v
b
i − va

i ), (4.16)

i.e. the difference in output voltages is a multiple of the difference in input voltages.
Interestingly, the same topology can be used to produce another amplifier that can

overcome the Miller effect. Consider the amplifier shown in Figure 4.30b. In this case
the transistor loads are constructed from transistors (the load on the left has resistance
g−1

m and the load on the right has resistance rd). This is a useful approach in integrated
circuit technology where transistors are far easier to fabricate than resistors. The input
transistor has unity gain and is thus immune from the Miller effect. In the case of the
output transistor, the base voltage is fixed and so the Miller effect is irrelevant. As with
the cascode amplifier, this alternative amplifier will have a gain of −gmRD.

The amplifier configuration of Figure 4.30a can also be used to make a two-input,
one-output, amplifier that is commonly known as an operational amplifier. If a buffer

V
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D
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biasV
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vo vo
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Fig. 4.30 An CMOS differential amplifier and alternate with active loads.
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Fig. 4.31 General configuration of an op amp together with low- and band-pass filters.

amplifier is added at the output, we have a high-gain amplifier with high-input
impedances and low output impedances. Importantly, for one of the inputs (the one
normally labelled −), the output is phase-shifted by 180◦. Figure 4.31a shows an
operational amplifier with a general negative-feedback configuration (the voltage gain of
the amplifier is given by A = 1+Z2/Z1) and Figures 4.31b and 4.31c show the feedback
configured so that the amplifier acts as low-pass and band-pass filters respectively.

4.6 Noise

Besides the desired signal, there will always be noise, i.e. competing unwanted signals.
The electronics of a radio can itself be the source of considerable noise, usually known
as internal noise in order to distinguish it from that which comes in through the antenna.
Even the humble resistor will create noise due to the thermal motion of its electrons
(Johnson noise). In reality, a resistor should be modelled as an ideal resistance in series
with a random noise source (see Figure 4.32a) of mean square voltage

v2
n = 4kTBR, (4.17)

in
v

v

v

s

n

sn
output

noiseless
circuit

source

nv

resistor

a) b)

sR

circuit model

Fig. 4.32 Noise models (a resistor and a general circuit).
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where T (in kelvins) is the absolute temperature, B (in hertz) is the bandwidth of the
receiver, R (in ohms) is the resistance and k is the Boltzmann constant (1.38×10−23 joules
per kelvin). (A general impedance Z will behave as the noise source of its resistive part in
series with the ideal impedance Z .) Semiconductors are also the source of a considerable
variety of noises (popcorn noise and flicker noise to name but two). In particular, shot
noise occurs at semiconductor junctions due to the discrete nature of the carriers and
their independence. (For this noise, the mean-square current is given by i2n = 2eI0B where
I0 is the quiescent current.) As a consequence, complex electronic circuits can be quite
difficult to analyse from a noise perspective. Fortunately, it can be shown that a complex
circuit can be modelled as a noise-free circuit with a series voltage noise source at its
input and current noise source across the input (see Figure 4.32b). In the case of a BJT
amplifier, the main sources of noise are the shot noises in the junctions and the noise in
the base resistance r′

b. At radio frequencies, these noises can be approximated by

v2
n = 4kTB

(
r′

b + re

2

)
and i2n = 2eIbB

(
1 +β ω

2

ω2
T

)
, (4.18)

where ωT is the cut-off frequency of the transistor (the frequency at which the internal
capacitances of a BJT have reduced its current gain to unity). In the case of a FET
amplifier, the dominant sources of noise are due to the channel resistance and shot noise
at the gate in the case of a JFET. At radio frequencies, the noise can be approximated by

v2
n = 8kTB

3gm
and i2n ≈ 2eIgB + 4

9

8kTB

3gm
ω2C2

GS , (4.19)

where Ig is the gate current (zero in the case of CMOS). It will be noted that, for a BJT,
the collector current is a key element in deciding the level of noise and so one might ask
whether there is an optimum quiescent collector current IC from the viewpoint of noise.
The available equivalent input noise power for a common-source BJT amplifier will be

Ni = 4kTB + 4kTB

RS

(
r′

b + VT

2IC

)
+ 2e

IC

β
BRS , (4.20)

where RS is the source resistance (we assume the frequency is well below ωT ). For NI

to be minimum, we require that ∂Ni/∂IC = 0 and from this we find that IC = √
βVT/RS .

This will usually imply a small quiescent current for minimum noise and this can be at
odds with other requirements of the amplifier, linearity requirements in particular. (The
reader should consult van der Ziel (1986) for a more detailed discussion of noise in
semiconductor devices.)

In a realistic radio system, external noise (that which comes through the antenna) is just
as important as the internal variety. This can arise from man-made sources (computers
and ignition interference for example), natural extraterrestrial sources (galactic noise)
and natural terrestrial sources (lightning for example). Lightning as a source of noise
is complex since, for frequencies below 30 MHz, the noise at a single point can be
the accumulation of the effect of lightning strikes across the globe. This arises due to
propagation via the ionospheric duct. If an antenna has an effective resistance RA, the
noise coming in through the antenna is often described in terms of antenna temperature
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TA, i.e. the temperature that a resistor RA would need to have in order to produce the same
noise as that coming in through the antenna. External noise is the ultimate constraint on
a receiver system and it is usual to design a radio receiver to be externally noise limited
(i.e. the internal noise is below the level of external noise).

The signal-to-noise ratio (SNR) is the crucial parameter in quantifying the effect of
noise upon a receiver system and is defined by

SNR = signal power

noise power
. (4.21)

How a stage of a receiver affects the SNR is usually measured in terms of its noise factor
F (known as the noise figure when expressed in dB terms). This is defined by

F = available output noise power

available output noise power due to the source alone
. (4.22)

The noise factor needs to be referenced to a well-defined noise source, usually a resistor
at ambient temperature T (defined to be 290 K for convenience). In this case, the noise
can be represented as a noise source of power FkTB at the input of a noise-free circuit.
If the circuit has a noise source at a temperature TS other than ambient (an antenna for
example), the total noise power at the input to the noise-free circuit will then be

F = kTSB + (F − 1)kTB. (4.23)

If we apply definition (4.22) to the model of noise shown in Figure 4.32b, we obtain that

F = 1 + v2
n + i2nR2

s

4kTBRs
, (4.24)

where Rs is the source resistance (note that we have assumed there to be no correlation
between the equivalent voltage- and current-noise sources). Obviously, we would like to
minimise the noise factor. Since the source impedance is under our control, we could ask
the question as to what source impedance would provide the lowest noise. We need to
find the Rs for which ∂F/∂Rs = 0 and this turns out to be when R2

s = v2
n/i

2
n. Unfortunately,

this is not necessarily the source impedance that would give a power match. Fortuitously,
however, it is the value that gives the best SNR. To see this consider the situation shown
in Figure 4.33 in which the source is connected to the input of the circuit through a
transformer with turns ratio N . Noting that impedance is scaled by N2 through the
transformer and voltage by N , we find that

SNR =
v2

s
Rs

v2
sn

Rs
+ v2

n
N2Rs

+ i2nRsN2
. (4.25)

Minimising SNR with respect to N (i.e. we solve for ∂SNR/∂N = 0), we find that

RsN2 =
√

v2
n/i

2
n, i.e the transformer needs to change the source impedance to

√
v2

n/i
2
n.

As a signal passes through the circuits of the receiver, the SNR will degrade
through contributions from various noise sources within the circuits. Further, in many
circumstances, the received signal will be very weak and therefore need to pass through
several stages of amplification. Consequently, we need to know how the noise factor will
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Fig. 4.33 Noise model with source-matching circuit.
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Fig. 4.34 Noise figure of cascaded circuits.

change through a cascade of circuits. Firstly, if a circuit is driven by a source at ambient
temperature T , we have from the definition of the noise factor F that the noise power
added by the circuit will be an equivalent noise power (F − 1)kTB at the circuit input.
Now consider the cascaded circuits shown in Figure 4.34. The noise at the output of the
first circuit will be G1kTB + G1(F1 − 1)kTB. In the case of the second circuit, the noise
power added will be (F2 −1)kTB at the input. Consequently, the total noise at the output
of the second circuit will be G1G2kTB+G1G2(F1 −1)kTB+G2(F2 −1)kTB. The noise
due to the source alone will be G1G2kTB and so, from the definition of the noise factor,

F = G1G2kTB + G1G2(F1 − 1)kTB + G2(F2 − 1)kTB

G1G2kTB

= F1 + F2 − 1

G1
, (4.26)

where F1 and F2 are the noise factors of the separate amplifiers and G1 and G2 are their
power gains. An important deduction from this result is that the first amplifier in a radio
receiver always needs to be the one with the best noise figure.

An important factor in the characterisation of a radio receiver is its sensitivity. This is
dictated by the level of noise with which the incoming signal must compete and is often
described in terms of the noise floor Nf . For a receiver with noise factor F, and bandwidth
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B, the noise floor is total equivalent noise at the input of a noiseless receiver, i.e.

Nf = F = kTAB + (F − 1)kTB, (4.27)

where TA is the antenna temperature and T is usually assumed to be the ambient noise
temperature, i.e. 290 K. Another measure of sensitivity the minimum detectable signal
(MDS) which is defined to be the level of signal that is equal to the noise (i.e. it is the
same number as the noise floor). The sensitivity of a receiver can sometimes be quoted
as a voltage vf =√

Nf RI where RI is the input resistance of the receiver.
The relation between SNR and detection was quantified by Claude Shannon of

Bell Laboratories in 1948. Shannon showed that C, the maximum capacity of a
communication channel in bits per second, was related to the SNR through (Shannon,
1947)

C = B log2(1 + SNR), (4.28)

where B is the channel bandwidth in Hertz and log2 indicates a logarithm to the base
2 (log2 x = 1.4427lnx in terms of natural logarithms). Although stated in terms of the
language of digital communication (bits per second), this is a very general result that
sets an ultimate limit on the rate of communications for a given bandwidth and SNR.

4.7 The Effect of Nonlinearity

As we have seen, in the case of both FET and BJT amplifiers, the relationship between
input and output voltages is by no means linear. This made it necessary to bias circuits
to operate within the most linear part of the circuit characteristic. Unfortunately, it is not
possible to remove all nonlinearity and so we need to investigate the consequences of
the nonlinearity for circuit performance. We will assume that the output voltage vo is
related to the input voltage vi through the relationship

vo = ko + k1vi + k2v2
i + k3v3

i +·· · (4.29)

If we assume a sinusoidal input voltage of the form

vi = V cosωt (4.30)

the output voltage will take the form

vo = (ko + k2

2
V2)+ (k1 + 3k3

4
V2)V cosωt + k2

2
V2 cos2ωt + k3

4
V3 cos3ωt +·· · (4.31)

after the application of some standard trigonometric identities. The output contains
harmonics (signals at multiples of the input frequency), a constant offset voltage and
an amplification term with voltage gain k1 + 3k3

4 V2. The harmonics can be removed with
suitable filtering and so pose no particular problem. The amplification term, however, is
problematic due to the dependence of the gain upon the level of input voltage. The value
of k3 is usually negative and this will lead to a reduction in gain with increasing input
voltage, i.e. we have gain compression. Gain compression is an important consequence
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of nonlinearity and is normally measured in terms of the 1 dB compression point P1dB,
i.e. the input power level at which the amplifier gain is reduced by 1 dB.

Whilst gain compression is a problem for power amplification, even weak signals
can suffer from degradation due to nonlinearity. Consider an input signal vi that is a
combination of two sinusoidal signals

vi = V1 cosω1t + V2 cosω2t. (4.32)

We will ignore the effects of coefficients higher than k3 in (4.29), then

vo(t)= k0 + k2
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after the application of some standard trigonometric identities. We will consider
frequenciesω1 andω2 that are within the pass band of the amplifier. The last four lines of
the above expression, and the zero frequency terms of the first line, represent products that
can be easily removed by filtering. The terms on lines two and three, however, represent
the desired amplified frequencies. Besides gain compression, the main thing to note is
that a strong undesired signal at frequencyω2 could cause a reduced response at a desired
frequency ω1 when k3 is negative. Such desensitisation can be quite a problem for weak
signals in a strong signal environment. The terms of line four represent another problem
that is caused by a non-zero k3. If the signals at frequenciesω1 andω2 are strong and unde-
sired, the third-order inter-modulation will produce components at frequencies |2ω1 −
ω2| and |2ω2 −ω1|. In a crowded radio environment, it is possible that such components
could be coincident with a desired frequency and so be a source of interference.

A measure of this effect is the inter-modulation distortion (IMD) which is the ratio
of the output power at the frequency |2ω1 −ω2| to the output power at the fundamental
frequency ω1,

IMD =
(

3k3V1V2

4k1

)2

. (4.34)

A frequently used measure of third-order effects is the third-order intercept point IIP3
(see Figure 4.35). If the two unwanted signals have equal amplitude (V1 = V2), this is
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Fig. 4.36 Spurious-free dynamic range (SFDR).

defined to be the input power for which the IMD has value 1 (IIP3 = |2k1/3k3R| where
R is the input impedance of the receiver). As mentioned in the previous section, we can
improve the SNR of a receiver by adding a low-noise preamplifier. We could now ask
what impact this will have on the strong-signal behaviour of the receiver, i.e. its IIP3. It
turns out that if the receiver consists of two cascaded stages with intercept point IIP31

for the first stage and IIP32 for the second stage, the total third-order intercept point IIP3
will be given by

1

IIP3
= 1

IIP31
+ G1

IIP32
, (4.35)

where G1 is the power gain of the first stage, i.e. the IIP3 of the later stages of a receiver
has more influence than the earlier stages. As a consequence, whilst the first amplifier
of a receiver needs to be designed for minimum noise, later stages should be designed
to minimise IIP3.
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82 Amplification

In the case of a receiver, an important measure of nonlinearity is its spurious-free
dynamic range (SFDR). This is the signal whose third-order distortion just reaches the
level of the noise when scaled upon the noise. It can be shown that

SFDR =
(

IIP3

Nf

)2/3

, (4.36)

where Nf is the noise floor (measured at the receiver input). The SFDR can be regarded
as the range of input powers for which the receiver imperfections will remain hidden by
the noise.

4.8 Conclusion

In the present chapter, we have considered the active devices that make the amplification
of radio signals possible (i.e. valves and transistors). However, these devices have their
limitations which we have discussed in detail, along with techniques for mitigating
the worst effects. Whilst amplifiers (both audio and radio frequency) can significantly
improve a radio based upon the simple crystal detector, active devices can be used in
more imaginative ways to produce high-quality radio receivers and transmitters and this
is the subject of the next chapter.

https://doi.org/10.1017/9781108684514.005 Published online by Cambridge University Press

https://doi.org/10.1017/9781108684514.005


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


