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Optimisation and parameter
extraction of circuit models

Executive summary

Optimised device models are important in the design of electronic devices for specific
performance. They help the designer to predict the behaviour of the device in an ana-
logue circuit. However, standard methods of optimisation do not lend themselves to
fast computation and may present problems with convergence. The simulated anneal-
ing, genetic and structured genetic algorithms are alternative optimisation methods that
help to solve the convergence problems by avoiding entrapment in local minima of the
solution space. These methods are used for the extraction of the parameters of the equiv-
alent circuit model of the device or to construct its neural network model. The neural
network models are black box models that determine device outputs from known inputs
after appropriate weighting values have been calculated. Another method of parame-
ter extraction is the semi-analytical procedure that uses an analytic approach together
with empirical optimisation methods. Basic expressions and approximations to extract
small-signal equivalent circuit parameters are developed so that accurate device models
can be obtained.

Optimisation of device models

Accurate device models are developed to predict behaviour that is in good agreement
with experimental observations. The optimisation of the model parameters can be con-
sidered to be the curve-fitting of the computed device characteristics to experimental
data. Traditional gradient methods are computationally intensive and there are prob-
lems with convergence and entrapment in local minima. Optimisation only involves the
“trial” of a number of initial solutions to minimise the error.

Combinatorial optimisation overcomes this problem of entrapment in local minima.
To set up the device modelling problem as a combinatorial optimisation problem, the
limits on each parameter are specified. Parameter values are then discretised so that a
large but finite number of solutions is possible. An objective function, also referred to
as the cost function is given by

F(Vi) =) (M — M})?, (3.1)
j=1
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where V; (i = 1,2, ..., n;n=number of parameters) = the model parameters to be
determined; M; = a measured characteristic for the jth data point; Mj/ = a calculated
characteristic which is a function of the parameters V; for the jth data point; and m = the
total number of characteristics to be fitted. Note that F'(V) is a least square difference
function. The number of possible solutions is extremely large and an exhaustive search
for the optimum solution is practically impossible. Hence, it is necessary to employ a
heuristic method. Such methods are well-established in CAD tools since they enable the
designer to find a feasible solution in a finite period of time. A typical heuristic optimi-
sation process utilises an iterative improvement strategy. At each step of the iteration,
the algorithm generates a new solution and tests if it reduces the value of the objective
function. If so, it accepts the new solution. If not, another new solution is generated and
tested and eventually the global minimum of F (V') in Equation (3.1) should be reached.
However, the size of the solution space, as defined by all possible and physically mean-
ingful parameters, is very large and grows exponentially with the number of variables
in the model. An exhaustive search for the best solution cannot be performed in a finite
period of time.

Simulated annealing

Most heuristic algorithms search for a solution only in the directions that improve the
objective function. This type of heuristic search has a major drawback: it can be easily
trapped into the local minima of an objective function. Figure 3.1 demonstrates the
problem.

The curve shown in Figure 3.1 is assumed to be the objective function of an itera-
tive improvement process; the circles indicate the costs, i.e. F'(V;) in the least squares
objective function given in Equation (3.1) calculated from certain parameter sets. Since
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Local minimum trapping in iterative optimisation.
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a new set of parameters is generated by introducing small modifications to the model,
its corresponding location on the curve is most likely to be somewhere near that of
the original configuration. The traditional iterative improvement algorithms only accept
parameter sets that have reduced the cost. This criterion of set acceptance implies
that the process can only go downhill into a minimum and any uphill movement is
forbidden. Depending on the starting point of the search, it is possible that this mini-
mum is only a local minimum of the objective function. This search process generally
does not have the capability of climbing over a peak of the curve to reach the global
minimum.

The drawback of this process can be overcome by using simulated annealing
(SA)[12, 22, 23, 30]. This is a method of finding a near optimal solution for combi-
natorial optimisation problems. The SA algorithm has the advantage of asymptotically
producing the global optimal solution with a probability of one. This is achieved by
making the following important modification to conventional heuristic methods. A cost-
increasing solution may still be accepted. The probability of acceptance depends on:
(1) a parameter called a pseudo-temperature Ty, which is artificially decreased as the
iteration proceeds, and (2) the value of

AF(V) = F(Vx) — F(Vik-i) (3.2)

where Vi and Vi_ are the values of the parameter vector V at iteration steps k and
k — 1. Specifically, a law similar to Boltzmann statistics is used to determine the proba-
bility P of accepting a certain cost-increasing solution Vi at the kth iteration step. The
probability function P is given by
[ —AF (V) ]
PV, Ty) =exp| ——— | . (3.3)
TIi
A careful choice of the initial pseudo-temperature 7y and a rule for decreasing the
pseudo-temperature 7 are necessary to save computation time while being able to
escape from the local minima. The temperatures are related by the equation

Ty = aTk—1, (3.4)

where o is a constant between 0.8 and 0.95. Its value can be gradually increased
from the lowest to the highest value. 7p > 500 is a satisfactory choice for device
modelling.

At each iteration, new parameter values are generated by first choosing one device
parameter V; at random. A user-defined base value Vi_p,se is multiplied by a random
number R, such that 0 < R < 1, and a variation AV; = RVj_pase 1s introduced into the
parameter V;. The new parameter value so obtained is used in the next iteration unless
it exceeds prescribed limits, in which case it will be set to the maximum or minimum
allowable value.
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A relative stopping criterion is used, since there is no guarantee that the device
model can approximate experimental data closely. The optimisation process is stopped
when the value of the objective function has remained virtually unchanged for several
consecutive iterations (e.g. AF < 0.001 for 10 consecutive iterations).

Figure 3.2 shows the same objective function as in Figure 3.1 with the hill-climbing
capability of SA.

Example: Application of SA to the modelling of a HEMT
Optimisation by SA has been applied to the HEMT [30]. Three test cases are given as
examples to demonstrate the optimisation process and evaluate its performance. Param-
eters are allowed to vary within £290% of their initial values in test cases A and B. In
test case C, the limits are reduced to £20% for realistic parameters.

Test case A: AC Model of a HEMT
The unilateral power gain U of the HEMT (also known as the MODFET as explained
in Chapter 2) was determined by Roblin et al. [21]. The values of U are sampled at
various frequencies and used as the measured characteristic Mj to be matched to the
model. The Mason unilateral power gain (defined in Chapter 5) is expressed in terms of
the admittance (Y') parameters as

| (Ya1 — Y12) |?

U = . (3.5)
4[Re(Y11)Re(Y22) — Re(Y12)Re(Y21)]

The Y-parameters are determined by primitive model parameters, i.e. the gate capaci-
tance Co, the gate length L, the gate width Z, the bias voltage V = Vgs — V1 and the
parameter k which is given by

Vi
K= 2 (3.6)
(Ves — V1)
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Fig. 3.3 Test case A: unilateral power gain curves and optimisation results [+, measured; solid line,

optimised model; dotted line, initial solution] (M-K. Vai, S. Prasad, N. C. Li and F. Kai, /IEEE
Transactions on Electron Devices, Vol. 36, No. 4, pp. 761-762, April 1989. ©1989
IEEE).

where Vpg is the drain to source voltage, Vs is the gate to source voltage and Vr is the
threshold voltage.

Figure 3.3 compares the measured gain curve with curves generated from an initial
model and the final optimised models. The objective function is reduced from an initial
value of 4421.83 to 0.161095, virtually a perfect match.

Test case B: Equivalent circuit of a HEMT
The small-signal equivalent circuit of an intrinsic HEMT is used to deduce the unilateral
power gain using Equation (3.5). The Y-parameters are expressed in terms of the circuit
elements R;j, Cgs, Rps, Cps, gm and t. The objective function is reduced from 1783.78
to 0.01789 when optimisation is completed. Figure 3.4 shows the agreement between
measured and computed values using the optimised model.

Test case C: Device design parameters
In this test, a set of primitive device parameters (gate length, gate width, bias voltage
and mobility) are obtained by optimisation such that the device has the highest value
of fmax, the maximum frequency of oscillation. The analytical expression for fiax has
been obtained by Roblin ez al. [21] by setting the unilateral gain equal to 1. The primitive
device parameters are related to fyax and the objective function is formulated. The
initial design gives a value of fiax equal to 29.57 GHz. The optimised HEMT has fiax
equal to 165.81 GHz. Such an optimisation is an aid to the device designer. Table 3.1
gives the optimised values. The initial value of K is 0.6 and the optimised value is 0.95.
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Table 3.1 Test case C: optimised design parameters for the highest fimax

Model parameters

Initial values

Optimised values

Vr(V) 0.4 0.4
L(jum) 1 0.8
Z(jum) 250 300
Mobility p(cm?) /(V-s) 4000 4800
Co(pF) 0.1 0.108
120 Model Tnital | Optimized
Parameters Values Values
R; (ohm) 7 8.02
i Cgs (pF) 0.6 0.06
100 Replohm) | o 0
s CGD(IOF) : 0.06 0.114
m S Rps (ohm) 120 138
2 g0l ” L% Cps (pPF) 0.2 0.38
% . % Im (MA/V) 56 49.53
* 1.9 3.61
? //)/’ .’
g AL
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Fig. 3.4 Test case B: unilateral power gain curves and optimisation results [+, measured; solid line,
optimised model; dotted line, initial solution] (M-K. Vai, S. Prasad, N. C. Li and F. Kai, /IEEE
Transactions on Electron Devices, Vol. 36, No. 4, pp. 761-762, April 1989 ©) IEEE).

34 Neural networks applied to modelling

The SA algorithm has been applied to device modelling in the previous section. SA
avoids the local minimum entrapment problem and has been shown to be preferable to
other optimisation methods since it is relatively insensitive to initial conditions. How-
ever, it inherits the time-consuming feature of iterative improvement methods. As was
shown, the probabilistic hill-climbing operation increases the time taken for the comple-
tion of the optimisation. Furthermore, the solution has to slowly “cool down” according
to the annealing procedure. Consequently, a large number of intermediate solutions have
to be generated and evaluated at each pseudo-temperature which has to be decreased
slowly from a large initial value. This disadvantage of the SA algorithm for optimisation
can be overcome by using an artificial neural network (ANN).
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ANNSs are based on the human nervous system which consists of a distribution of neu-
rons to carry messages back and forth to the brain. The ANN has been used successfully
in many modelling and optimisation applications in engineering that are particularly
useful when several tasks are to be performed in parallel and computation rates are
required to be high [31, 37]. Neural networks are particularly attractive because of their
speed and accuracy. Hence, neural networks have been developed into an alternative
computer-aided approach to model and design devices and circuits. Neural networks
represent a robust modelling approach to predict the behaviour of high-speed devices
and circuits [29]. In comparison with various statistical methods and curve-fitting
approaches for predicting system behaviour, the neural network approach features a
learning process which fine tunes neural network parameters to interrelate the variables
being modelled. A neural network may be developed to guide the solution generation of
an SA optimisation process. This approach utilises the associative capability of a neural
network to globally and concurrently evaluate the effect of varying all the parameters.
When used in place of a physics-oriented device model, a neural network avoids the
need to repeatedly solve the equations that describe the device physics.

Two classes of neural networks are used in modelling:

(i) Multi-layer perceptron neural networks
(i) Recurrent Hopfield neural networks.

Regardless of the neural network architecture selected for an application, it consists
of many processing elements called neurons, each connected to many others. Every
connection entering a neuron has a weight assigned to it. This weight is used to amplify,
attenuate or change the sign of the signal in the incoming connection. The input to
the neural network is a vector of the data to be modelled. Each neuron operates on
the outputs of other neurons according to its transfer function and delivers an output
to other neurons. Often, the transfer function sums the incoming signals to determine
the value of the neuron’s next output signal. The result is an output vector representing
some characteristics associated with the input.

In order to use neural network algorithms, it is necessary to determine an intercon-
nection pattern, the weights and the transfer functions. The creation and training of an
appropriate neural network for the problem on hand is difficult and time-consuming.
However, an appropriately trained neural network provides fast and efficient solutions
that have shown excellent results for different applications such as the modelling of
transistor behaviour and microwave circuits as well as microwave impedance match-
ing [28]. A neural network consists of a set of simultaneous non-linear equations that
are capable of modelling any continuous function when the appropriate weights are
determined. These networks are pictorially represented as neurons (circles) with inter-
connecting nerves (lines). Neural networks are very flexible tools for device modelling
because they can be adapted to model different devices without change of equations.
Adapting a physics-based model to a different physical device may involve a radical
change of equations. This flexibility gave the impetus to the effort of finding much
better ways of applying neural networks to device modelling. However, the problem
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of finding the appropriate weights for the network is a highly non-linear one, sug-
gesting the necessity to use stochastic optimising algorithms such as SA and genetic
algorithms.

Massively distributed computing networks

A general description of the distributed computing methodology is given by Vai and
Prasad [31]. Massively distributed computing networks are a specific form of a non-
linear system that maps an input to an output. A distributed computing network can be
considered to be an asynchronous array processor with very simple processing elements
(i.e. neurons). Figure 3.5 shows a typical processing element, henceforth referred to as
a neuron, with n inputs (i, ..., iy) and one output (Q). An input can be excitatory
(indicated by a solid circle) or inhibitory (indicated by a hollow circle) and is assigned
a weighting factor W;. A threshold value T is associated with the neuron.

The function of a neuron can be described by the following equation which combines

inputs iy, ..., iy to form an overall input value /:
n
0=> Wxij (3.7)
j=1

where Wj is positive for an excitatory input and negative for an inhibitory input. If the
overall input value / is above the threshold value 7' associated with the neuron, the
neuron fires and an output of Q = 1 is produced. Otherwise, the output remains at
O = 0. A neuron is also associated with a time constant (7) that determines its output
response time.

While the operation of a conventional computer is controlled by a series of instruc-
tions, called a programme, a massively distributed computing network is programmed
by wiring up a set of neurons and setting the weights of these interconnections. The
function of a distributed computing network can only be determined by considering
the network as an integrated entity. No meaningful information can be extracted by
examining a neuron isolated from its neighbours.

A distributed computing network is typically implemented by a hardware analogue
circuit. Figure 3.6 shows the use of an operational amplifier configured as an integrat-
ing adder to carry out the function of a neuron. As shown in Figure 3.6, the input

Neuron structure.
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From other neurons
or external inputs

W W,

To excitatory inputs

To inhibitory inputs

Physical implementation of a neuron (M. Vai and S. Prasad, IEEE Transactions on Microwave
Theory and Techniques, Vol. 43, No. 5, pp. 1087-1094, May 1995. ©1995 IEEE).

Q (output)

T I (overall input)

Neuron Transfer Function (M. Vai and S. Prasad, IEEE Transactions on Microwave Theory and
Techniques, Vol. 43, No. 5, pp. 1087-1094, May 1995. ©1995 IEEE).

weightings of such a neuron can be controlled by choosing appropriate resistance values
connecting its inputs to the outputs of other neurons. The time constant (t) of this neu-
ron is determined by the capacitance connected at the operational amplifier input. The
neuron transfer function shown in Figure 3.7 shows the input—output transfer function
of a neuron.

Multi-layer perceptron neural networks

The training algorithm called backpropagation [16] is used in the application of mul-
tilayer perceptron (MLP) neural networks to device modelling. A multi-layer neural
network with four layers (one input layer, two hidden layers and one output layer) is

shown in Figure 3.8. Referring to the notations in Figure 3.8, X = (x1, ..., Xj, ..., Xm)
is the input vector; G = (g1,...,&j.--,8&n), H = (h1,..., hx, ..., hp) and ¥ =
(Y15 +-+5 ), ..., Yq) are the outputs of the first hidden layer, the second hidden layer

and the output layer, respectively; uj; is the weight between the ith neuron and the jth
neuron in the first hidden layer; vjx is the weight between the jth neuron in the first hid-
den layer and the kth neuron in the second hidden layer; and wu is the weight between
the kth neuron in the second hidden layer and the /th neuron in the output layer. Bias
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Multi-layer neural network (M. Vai and S Prasad, Int’l Journal of RF and Microwave CAE, Vol.
9, No. 3, pp. 187-197, March 1999. © 1999 John Wiley & Sons). Reprinted with permission of
John Wiley & Sons, Inc.

terms acting like weights on connections from units whose output is always 1 can also
be provided to the neuron. They are not shown in Figure 3.8.
The output of the neural network is computed as

Ye = Hﬁ’ (3.8)
where y; is the weighted total input to the output neuron £, which is defined as
p
ve =y hawk, (3.9)
k=1

and p is the number of neurons in the second hidden layer. Similarly, the output of
the second hidden layer H can be expressed as a function of the output of the first
hidden layer G which can in turn be expressed as a function of the input vector X. The
backpropagation training algorithm aims to adjust the weights of a MLP neural network
in order to minimise the sum-squared error of the network, which is defined as

N

1 q
Em) =3 152 ldm - yml(n>]2} : (3.10)

m=1 =1

where n is the epoch number in the training process, S is the number of training
data, g is the number of output variables and dm = (dmidm2, ..., dmg) and ym =
(Ym1Ym2; - - - » Ymq) are the mth desired and calculated output vectors, respectively. This
is done by continually changing the values of the weights in the direction of steepest
descent with respect to the error function E. The iteration process continues until the
error function is minimised. The learning is performed by the many presentations of
a prescribed set of training examples to the network. One complete presentation of the
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entire training set during the learning process is called an epoch. The learning process
continues on an epoch-by-epoch basis until the weights of the network stabilise and the
error function converges to a minimum value.

There are certain problems related to the architecture of an MLP neural network
such as the determination of the number of hidden layers and the number of neurons
in a hidden layer as well as under-fitting or over-fitting. The backpropagation learning
algorithm and its derivatives are sensitive to the number of neurons in hidden layers. In
general, a network with too few neurons will fail to model the data (i.e. under-fitting).
While the more the number of neurons in hidden layers, the better the network can fit
the data; if far too many neurons are used, over-fitting can occur. In the absence of a
deterministic approach that can find the number of hidden layers and the number of
neurons, a trial and error approach is taken. The hidden layers are adjusted to strike a
balance between memorisation and generalisation.

A neural network trained with the relations between device parameters and behaviour
can be used in place of conventional device models to speed up the simulation. Once a
neural network model is trained, it provides a very fast prediction of results. Figure 3.9
shows a simplified flow chart of the circuit design process. Beginning with an initial
solution, a series of solutions is generated. The circuit property of each solution is

Initial
Solution l l
Solution
Generation
¥
Circuit Model
Desired
property A
Evaluation

Final Solution

Flow chart for a circuit design process (M. Vai and S. Prasad, Int’l Journal of RF and Microwave
CAE, Vol. 9, No. 3, pp. 187-197, March 1999. ©1999 John Wiley & Sons). Reprinted with
permission of John Wiley & Sons, Inc.

https://doi.org/10.1017/CB09780511626517.0eARIBFASS ARk OMina R Grankrigaedniversity Press, 2010


https://doi.org/10.1017/CBO9780511626517.004

174

3.4.3

High-Speed Electronics and Optoelectronics

predicted by a circuit model and compared to the desired circuit property. If the solu-
tion on hand produces a circuit property close enough to the desired one, the design
process is successful and terminated. Otherwise, another solution is generated and the
above steps are repeated. The circuit model in Figure 3.9 often includes semiconductor
devices which are commonly represented by the equations describing the physics of the
particular device or equivalent circuit.

Hopfield recurrent neural networks

Although neural networks are known for their capability of learning the solutions to the
problems that they are designed to solve, they also provide a framework for construct-
ing special computing architectures to solve specific problems. The recurrent neural
networks described here were proposed by Hopfield and are thus often referred to
as Hopfield networks [11]. Consider a recurrent neural network of N neurons. If the
activation of a neuron is updated according to the equation:

N
Vit + 1) =sgn | Y TV + 1 | . (3.11)
j=1
where Vi(¢) € (0, 1) is the state of neuron i at moment ¢, Tj; is the weight associated
with the link between neurons i and j, I; is the internal threshold parameter of neuron i
and sgn(x) is defined as

1, x>0
sgn(x) = . (3.12)
0, x <0

It can be shown that an energy function defined as

N N N
1
Energyz_iggmwvj—;hwﬂ(, (3.13)

where K is a constant, is minimised.

The significance of a recurrent neural network is its ability to perform associative
inference. There is no specific distinction between input and output vectors and a recur-
rent network perturbed by changing one or more neuron states will evolve into one of
its consistent states which are the minima of its energy (Equation 3.13). The recurrent
neural network is now applied to implement qualitative models, the function of which is
to explore many competing hypotheses in a solution space with constraints. The Neural
Network toolbox in MATLAB is available to allow fast and efficient device modelling.

Example: Modelling of HBT's using neural networks
Small-signal models of microwave devices are very useful in circuit design. Neural
networks can be trained to learn the non-linear relationship between the small-signal
transistor behaviour and the device input bias conditions. Figure 3.10 shows a represen-
tation of a neural network small-signal model of an HBT. The inputs of this model are
the bias conditions of the device, i.e. the base current I}, the collector—emitter voltage
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Input Hidden Output
layer layer layer

Small-signal neural network model of the HBT.

Ve and the frequency of operation f. The outputs of the model are the S parameters of
the device.

As shown in Figure 3.10, the small-signal neural network model is a three-layer
model — there are 3 layers in the input layer, 12 neurons in the hidden layer and 8 neu-
rons in the output layer. The 3—12-8 structure of the neural network model is arrived
at after various trials as being the best compromise between model accuracy and the
time required to train the model. The model is trained with a sample set of measured
S-parameter data. Different input bias conditions are then applied to the model and S-
parameters derived from the model are compared to measured data. The data used to
train the neural network model consist of measured S-parameters at 12 different bias
conditions (Vpe and /I¢), and a range of frequencies from 10 GHz to 40 GHz. The neural
network modelling is tested for AlGaAs HBTs as well as SiGe HBTs. The models are
accurate for both the material systems. The method should be applicable for all types
of transistors regardless of the material system. The S-parameters for the devices are
shown in Figures 3.11 and 3.12 for AlGaAs with bias Ve = 1.5V, I, = 56 LA and in
Figures 3.13 and 3.14 for SiGe with bias Ve = 1.9V, I, = 53 pA.

Figure 3.15 shows a representation of a neural network large-signal model of the
device. The inputs of this model are the voltage bias conditions of the device: the
collector—emitter voltage V. and the base—emitter voltage V;e. The outputs of the model
are the two output currents of the device: the collector current /. and the base current /.

As seen in Figure 3.15, the large-signal neural network model consists of three layers:
an input layer consisting of two neurons, a hidden layer consisting of three neurons and
an output layer of two neurons. The 2-3-2 structure of the neural network model was
arrived at after various trials. It is the best compromise between model accuracy and the
time required to train the model. The model is trained with a sample set of measured
DC I-V characteristics and Gummel data. Different input voltage bias conditions are
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Fig. 3.12 The simulated and measured Sjo and S for AlGaAs HBT.
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Fig. 3.13 The simulated and measured S;1 and So for SiGe HBT.
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Fig. 3.14 The simulated and measured Sj, and S for SiGe HBT.
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Fig. 3.15 Large-signal neural network model of the HBT.
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Fig. 3.16 I-V Characteristics of the AlGaAs HBT.
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Fig. 3.17 I-V Characteristics of the SiGe HBT.
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Fig. 3.18 Forward Gummel plot /; versus V;e for AlGaAs HBT.

then applied to the model and output currents derived from the model are compared to
measured data. The data used to train the neural network model consist of measured
output currents (I, and I,) at different voltage bias conditions (V4 and V.). The DC
I-V characteristics (measured and simulated) of the devices are shown in Figures 3.16
and 3.17. These figures show the collector current /. versus the collector—emitter voltage
Ve at different base currents Iy,.
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Fig. 3.19 Forward Gummel plot Iy, versus Ve for AlGaAs HBT.
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Fig. 3.20 Forward Gummel plot /. (top curve) and I}, (bottom curve) versus Vj,e for SiGe HBT.

Figures 3.18, 3.19 and 3.20 show the forward Gummel plot of I, and Iy versus Vpe.
The success of the application of neural network modelling in the example is evident
from the very good correlation between the measured and simulated data.
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Optimisation of neural networks by the genetic algorithm

Like neural networks, genetic algorithms are an optimisation strategy inspired by nature.
Based on the Darwinian theory of evolution, these algorithms use the “survival of the
fittest” paradigm to find the best solution to a problem [8, 10, 32]. They iteratively
evaluate several possible solutions choosing the ones that are the closest fit to the desired
solution. The possible solutions are called chromosomes and are usually represented as
strings of binary numbers called genes.

The algorithm begins by randomly generating a number of chromosomes to form a
population. Each chromosome is given a rank called a fitness index based on its close-
ness to the desired solutions. The highest ranked chromosomes have a greater chance of
being selected for the next stage of the algorithm: the reproduction stage. In this stage,
pairs of chromosomes are separated at selected points and their genes are exchanged
in a process called crossover to form a new generation of chromosomes. Because the
most fit chromosomes are likely to be selected for reproduction in every generation,
each new population is likely to consist of better solutions. Coupled with the fact that
the reproduction process naturally eliminates less fit chromosomes from the population,
the population gets pushed towards the desired solution in every new generation. When
trying to reach the optimal solution for the problem, a genetic algorithm has to avoid
local extrema or pseudo-optimal solutions. To prevent convergence of the algorithm
to these local extrema, the genetic algorithm uses a technique called mutation which
inverts the value of a randomly chosen gene with a given probability. A flow chart for
the genetic algorithm is given in Figure 3.21.

The genetic algorithm is a robust optimisation method well-suited to the difficult task
of finding the optimum weights for a neural network. However, before it can be used to
evolve the weights of a neural network, the following prerequisites must be worked out:

(i) A suitable problem representation

A chromosome of a neural network corresponds to the weight matrix for a
layer. Substrings of the chromosome are made by concatenating the values of the
real-valued weights between each neuron and the neurons in the previous layer.
The substrings are then joined together into the chromosome for the layer. In
some implementations, the real-valued weights are converted to binary values for
enhanced gene exchange during crossover. However, it is sufficient to use strings
of real-valued weights in most cases for genetic evolution.

(ii) A fitness index
A fitness index measures the closeness of the current output of the neural network
to the desired output. It is the least squares norm of the difference.

(iii) The reproduction strategy
Reproduction involves two processes: crossover and mutation. During crossover, a
pair of chromosomes are separated at a randomly chosen point along their length.
The resulting substrings of the pair are switched and then joined to form child
chromosomes. This is repeated for every pair of chromosomes in the population
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Fig. 3.21 Flow chart for the application of the genetic algorithm.

although some implementations will allow a small percentage of the fittest indivi-
duals to pass to the next generation without reproduction. Mutation is applied to a
small percentage of the population. In this operation, the value of a gene is changed
by adding a small value to it.
(iv) The termination criterion

Although, it would seem desirable to train the neural network till the error is as
small as possible, this may be neither practical nor ideal. It may take up to several
days to train a neural network. In addition, an excessively trained network can fail
to produce correct outputs when presented with inputs not included in the training
set. This is called over-fitting. The appropriate termination criterion for a given
application is best determined from experiments. A common way is to terminate
the algorithm after a fixed number of iterations.

3.6 Structured genetic algorithm

Neural networks are usually designed by determining the optimum values of weights
for a fixed number of neurons. However, it is impossible to know in advance how
many neurons are optimal for an application. This difficulty can be avoided by using
the structured genetic algorithm (SGA), an algorithm that enables the determination
of the optimum number of neurons and weight values simultaneously [4]. SGA uses a
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hierarchical representation for the genetic structure in which neurons are a high level
layer of binary-valued genes controlling a lower level layer of weight genes. When a
high level gene is on (value = 1), the lower level weights genes it controls are activated
and used in the computation of the neural network’s output. When a high level gene is
off, the weights it controls are deactivated. Therefore, SGA is able to evaluate a variable
number of neurons in the neural network. Neurons are turned on or off by the processes
of mutation or crossover. The equations for SGA applied to a neural network with one
hidden layer can be written as follows. Let X be a set of inputs to the networks and
U the set of inner layer weights, then the output of a neuron in the middle layer is
given by

y=24f (Z uix; + r) , (3.14)
i=1

where f(x) is the sigmoid function:

fx) =

3.15
I +e* ©.15)
and § is one when the neuron is active and zero otherwise.
If the set of the output weights is taken to be V, then the network outputs are
given [36] by

m
Zi=Y v (3.16)
i=1

Genetic algorithms are relatively slow algorithms and are best used to determine the
weights for just the hidden layers of a neural network. The determined inner weights
are then used to calculate the activations of the hidden layer neurons and this reduces
the problem to a linear equation, where linear regression can be used to calculate the
output layer weights.

The SGA for neural networks is given in Figure 3.22.

Example: Application of SGA to the modelling of a HEMT amplifier
The use of the SGA is illustrated by creating a neural network model of a HEMT class-
F power amplifier as shown in Figure 3.23. IMN and OMN denote the input matching
network and output matching network. A class-F amplifier is a highly efficient switching
amplifier used in mobile commercial and military systems. The design and properties
of amplifiers are described in Chapter 5.

Table 3.2 shows the inputs and outputs for one hidden layer neural network model.
The upper limit for the number of neurons in the hidden layer was arbitrarily set to
40. Before training, the data were scaled with a linear transform to lie in the range of
the sigmoid activation function (0.1-0.9) used for the neurons. At the start of training,
the network’s weights were initialised to small random values. The input to the SGA
is shown in Table 3.3. Using the crossover and mutation operations, the initial weights
were optimised until the termination condition was satisfied. The transfer function of
the trained neural network and that of the HEMT are plotted in Figure 3.24.
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Fig. 3.22 Structured genetic algorithm for neural networks.
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Fig. 3.23 Simplified power amplifier schematic.

Table 3.2 Neural network model for HEMT power amplifier

INPUTS OUTPUTS
Input power Output power
Gate voltage DC gate current
DC drain current Drain current

https://doi.org/10.1017/CB09780511626517.0eARIBFASS ARk OMina R Grankrigaedniversity Press, 2010


https://doi.org/10.1017/CBO9780511626517.004

184 High-Speed Electronics and Optoelectronics

Table 3.3 SGA parameters for HEMT power amplifier model

Parameter Value
Initial population size 200
Number of generations 10000
Number of input neurons 3
Number of output neurons 1
Maximum hidden neurons 40
Number of samples 140
Crossover probability 0.8%
Neuron layer mutation rate 0.0001%
Weights layer mutation rate 0.0001%
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Fig. 3.24 Comparison of measured transfer function to values predicted by the neural network for the
HEMT amplifier.
3.7 Semi-analytical device parameter extraction

Accurate, physically meaningful device models are necessary for circuit design, pro-
cess technology design and optimum device design. The extraction of equivalent circuit
parameters has been investigated by researchers for more than a decade [1-3, 5-7, 20,
25-217, 33-35].
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A semi-analytical parameter extraction procedure for the HBT equivalent circuit
developed by Li and Prasad [15] is presented here as one illustration of parameter
extraction. It combines analytical and optimisation approaches. The significance of this
procedure is that it is completely general and can be applied to any semiconductor
device using the appropriate equivalent circuit.

3.71 Theoretical analysis

An AlGaAs common—emitter HBT is used to illustrate this procedure. The small-
signal T-model equivalent circuit is shown in Figure 3.25. The box with dashed lines
in Figure 3.25 encloses the inner shell without the pad parasitics. All the impedance
parameters given below are for the inner shell. There are 16 elements in the equiv-
alent circuit. Only Che, e, @, Rpc and Cy are considered to be bias-dependent and
all the other elements are assumed to be bias-independent. The expressions for the
two-port Z-parameters of the inner shell can be simplified in terms of the frequency
ranges. The frequency ranges are characterised by wCpcRpe < 1 (low-frequency
range), @Cpc Rpi, ©CsRpi < 1 and wCpc Ry > 1 (intermediate frequency range) and
@CpcRp; > 1 (high-frequency range). In the measurements on high-speed devices,

Cpce

inner shell (z)

Fig. 3.25 The small-signal equivalent circuit of the AlIGaAs/GaAs HBT (B. Li, S. Prasad, L.W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10, pp.
1427-1435, October 1998. ©1998 IEEE).
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most of the frequency data are located in the intermediate frequency range. In the
low-frequency range,

Z11 — Z12 = Rox + joLp + Rbi — joRue RyiCs (3.17)
Z12 = Rg + joLe 4 re — jortCre

+ (1 —a) X joRyCe(Rpe — ja)R%CCS) (3.18)

Zy — Zy1 = Rc + joLc + Rye — joRE,Cs, (3.19)

Where Cs = Cy + Ct.
In the intermediate frequency range, the Z-parameters can be approximated as

. Cy
Zun—Zp= be+JwLb+Rbti (3.20)
S
Zi2=Rg + joLe +re — joriCee + (1 — @)
Cst
X Rpi X . (3.21)

S

1
+
joCs  @?RycCs
_ RpiCpcCr . RuiCiCoce

Zy — 7Zy1 = Rc+ joL: +

J : (3.22)
C? wC3 Rye
In the high-frequency range, the simplified relation is
V4 V4 Rc + joL ! + !
_ — wlL. —
2o C ke @?RyiCpcCr @2 RpiCoc Cr
( T ) (3.23)
x | = - .

JoCiRpi  joCuc Ry

1 —jot
o =a — e, (3.24)

142

Example: Extraction of equivalent circuit elements

For the HBT used in this example, the intermediate frequency range is taken to be
approximately from 0.5 GHz to 20 GHz, and the high-frequency range should go up to
40 GHz. The condition for the high frequency is relaxed and frequencies over 25 GHz
are considered to be in the high-frequency range.

A. Extraction of the parasitic elements

If no test structure is available for extracting the parasitics, it is still possible to extract
or estimate the pad capacitances from the HBT under cut-off operation [7, 24]. Under
cut-off operation, we have zero Vpg, zero I., and variable Vcg. The HBT equivalent
circuit of Figure 3.25 is reduced to the simplified circuit shown in Figure 3.26, provided
the influence of the inductances and resistances remains negligible and the conditions
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cpl:-c
I

B cpbe B cbe T cpce

The simplified HBT equivalent circuit under cutoff operations in which both junctions are
reverse-biased and the influence of the inductances and resistances remains negligible (B. Li, S.
Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques,
Vol. 46, No. 10, pp. 1427-1435, October 1998. ©)1998 IEEE).

Rpe > (1/wCp) and Ry > (1/wCye) are satisfied. The capacitances in the equivalent
circuit can be calculated directly:

_ Im(¥y1) + Im(Y12)

Cpbe + Cbe = o (325)
Im(Y2,) + Im(Y
Coee = (Y22) : (Y12) (3.26)
Im(Y)2)
Cpbc + Ct+ Cpe = ———. (3.27)

In the above equations, the Cppe, Cpbes Cpee and Cr are considered to be bias-
independent and Cpe and Cy. are bias-dependent elements. The value of Cpee can
be calculated from Equation (3.26). Figure 3.27 clearly shows that Cpc is bias-
independent.

Che, the base—emitter junction capacitance, can be described by the equation

C.
e = Jbe0 . (3.28)

[1+ (Ven/ V)]

The extraction of Cppe can be carried out by fitting the sum Cppe + Cpe to Equa-
tion (3.28) at different reverse base—emitter voltages or by using the iteration method
in which different values of Vjpe, Mjbe and Cjpeo are tried until the plot of Cppe + Che
versus [1 + (VEB/ ije)]_ﬁ’libe is a straight line shown in Figure 3.28.

Similarly, (Ct+ Cphe) can be extracted by fitting the sum (Ct + Cpbe + Cpe) to the
expression for junction capacitance at different base—collector voltages. However, it
must be noted that it is difficult to distinguish between the base—collector coupling
capacitance and extrinsic base—collector capacitance [24]. This is due to the fact that
the distance between the base probe tip and the collector probe tip in probe stations
used for most high-speed measurements is usually longer, and thus the coupling effect
between base and collector contacts must be very small; furthermore, the influence of
Cpbe can be absorbed by the extrinsic base—collector capacitance Cy. Thus, Cppe can
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Fig. 3.27 The calculated Cpce versus frequency (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE
Transactions on Microwave Theory and Techniques, Vol. 46, No. 10, pp. 1427-1435, October
1998. ©1998 IEEE).
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Fig. 3.28 The fitting of the sum Cppe + Che to the expression for junction capacitance (B. Li, S. Prasad,
L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427-1435, October 1998. ©1998 IEEE).
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be chosen to be zero. Such an assumption is also confirmed by the empirical opti-
misation procedures. The S-parameters measured over the frequency range of interest
(here the range chosen was 50 MHz—-36 GHz) are first converted to Y-parameters. After
de-embedding the effect of the pad capacitances, the Y-parameters of the inner shell are
converted to Z-parameters. Most of the elements are extracted from an analysis of the
behaviour of the Z-parameters. Certain constraints are obtained to help in conditioning
the optimisation procedure and to reduce the uncertainty.

B. The base—collector capacitance Cg

As indicated in Equation (3.66), the following approximation is valid in the intermediate
frequency range:

. 1 . Rpi CCre
Im(Z>»y — Z»1) = jwL. + — . 3.29
(Z22 21) = jowLc e J ©C3 Roe (3.29)

At the low end of the intermediate frequency range, the second term is much greater than
the other terms on the right side of the equation. C can be extracted by the equation:

Cs = ; (3.30)
olm(Z — Z21)
The extracted Cs from Equation (3.30) at the bias values for Vcg = {0.5V, 1.0V,
2.0V,4.0V,7.0V}and Iz = 200 pA is shown in Figure 3.29.
At Vcg = 0.5V, 1/wCy ~ 1224 Q, which is much larger than the other terms in the

intermediate frequency range if the values extracted below are used. The base—collector

Cbc + Cf versus frequency
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The extracted value Cy, at different base collector voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).
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capacitance is observed to decrease as Vcg increases. This results from the increased
width of the base—collector depletion region due to the increased Vcg. The deviation of
Cs is less than 5% except when Vcg = 0.5 V. The base—collector junction is forward-
biased at this value of Vcg when the intermediate frequency range moves up.

The extrinsic base—collector capacitance is generally a weak function of the base—
collector junction voltage. In extreme cases, it can be considered to be independent of
the bias variation, or the ratio of the extrinsic capacitance to the total base—collector
capacitance is considered to be a constant. Practically, the extrinsic capacitance Cy is
the in-between case. For simplicity, the extrinsic capacitance is considered to be fixed
and extracted from the values of Cj at the different base—collector voltages. A method
similar to that used for the extraction of the value of Cppe and Cpce is applied. The
value of C; thus obtained can be compared with what is obtained from the cutoff mea-
surement. The parameters for the base—collector junction capacitance are also extracted
from this approach.

C. The collector contact lead inductor L.
The collector lead conductor L. can be calculated from Equation (3.29):

1
L [Im(Zzz —Zy)+

w

oC. } . (3.31)
The third term in Equation (3.29) is assumed to be small enough and is neglected. This
straightforward method is not as accurate as expected. The deviation of the extracted
value of L. is large and an accurate value of L. is difficult to obtain. The reason for this
is that the small error resulting from extracting Cs could lead to large errors in L. The
differentiation of Equation (3.31) yields

1 1
AL.=— (-—= ) AC
= (g)ee

1 AC,
- i 332
@2C, " C. (3-32)

L. is very sensitive to even a 5% error in extracting Cs. The error in estimating L result-
ing from the error in the estimation of Cs is plotted in Figure 3.30. L. is very sensitive
to the error in extracting Cs. However, L. is less sensitive to the error in estimating Cs
if the magnitude of C becomes larger. Therefore, a good bias point to extract L. would
be zero bias at which the third term in the equation is negligible and the value of Cj is
larger. The L. extracted at zero bias is shown in Figure 3.31.

D. The base—collector resistance Ry

The real part of Zy» — Z»1 in the middle frequency range is given by

1 Ry Cpc C

Re(Zy — Z21) = R. + -
(Z22 = Z21) = R 2 ReaC. 2

(3.33)

If the term 1/w?RycCs is much larger than the other two terms, Rpc can be approx-
imately extracted from the real part of Zy» — Zj; in the lower middle-frequency
range:
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Fig. 3.30 The variation of L. with a 5% error in the estimation of Cs (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).
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Fig. 3.31 The extracted L. versus frequency (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE
Transactions on Microwave Theory and Techniques, Vol. 46, No. 10, pp. 1427-1435, October
1998. ©1998 IEEE).
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1
— w’CsRe(Za — Z21)

Ry (3.34)

The second term in Equation (3.33) is inversely proportional to w?; therefore, the mag-
nitude of the second term decreases rapidly. The other two terms cannot be neglected as
the frequency increases to a certain point. However, the extracted value of Ry, is not sig-
nificant since the value of Ry is very large and does not affect the frequency response
much as long as we are only concerned with forward operation. Figure 3.32 shows the
extracted Ry at the bias Iy = 200 WA and Veg = {0.5V,1.0V,2.0V,4.0V,7.0V}.
The magnitude of Ry increases as Vg increases.

Figure 3.33 shows the extracted Rp. without de-embedding the pad capacitances at
the bias Iy = 200 wA, Vcg = 1.0 V. The magnitude of the calculated Ry is negative
beyond 1 GHz. This shows that physically meaningless values may be obtained if no
de-embedding procedure is carried out.

E. The collector extrinsic resistance R.

The R, could be extracted by plotting Re(Z2> — Z»1) versus 1/ ? in the high frequency
range. The y-axis intercept is the value of R.. The requirement for the high-frequency
range is difficult to be achieved and the conditions for the requirement are relaxed. Cs
is bias-dependent and the larger value of Cg could be obtained from S-parameters at
zero bias. R should be extracted from zero bias by this method since the R is more
significant in Equation (3.23) at zero bias.
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Fig. 3.32 The extracted Ry, at different base—collector voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).
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The extracted Ry, at the bias Iy = 200 A, Vcg = 1.0 V without de-embedding the pad
capacitances (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave
Theory and Techniques, Vol. 46, No. 10, pp. 1427-1435, October 1998. ©1998 IEEE).

F. The base contact lead inductor Ly
Applying the first-order approximation, Ly, can be easily extracted from the imaginary
part of Z1; — Zj7 in the middle-frequency range. That is

Ly =Im(Z1| — Z12)/o. (3.35)

The extracted Ly, at different biases is shown in Figure 3.34 without the de-embedding
procedure.

The dependence of the value of Ly, on the bias V(g is attributable to the pad capa-
citance. After the de-embedding procedure is carried out, the extracted Ly is shown in
Figure 3.35.

The magnitude variation of Ly at the different biases is very small and almost
negligible, so Ly, can be considered to be independent of bias.

G. The intrinsic and extrinsic base resistances

In principle, the sum of the intrinsic and extrinsic base resistances, Rpx + Rpi, can be
extracted from the low-frequency data, and the extrinsic base resistance, Ry, can be
extracted from the high-frequency data if the equivalent circuit shown in Figure 3.25
describes the frequency response of the HBT accurately. However, most of the fre-
quency data are located in the intermediate frequency range. The requirement for the
high frequency condition is difficult to be satisfied, and the data at extremely low fre-
quencies are not available. The constraints on the base resistances thus can be obtained
from the real part of Z;; — Z15 in the intermediate frequency range:

Chc
Im(Zi1 — Z12) = Rpx + RbiF. (3.36)

S
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Fig. 3.34 The Ly, versus frequency, in which the pad capacitances have not been de-embedded (B. Li,
S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and
Techniques, Vol. 46, No. 10, pp. 1427-1435, October 1998. © 1998 IEEE).
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Fig. 3.35 The Ly, versus frequency, in which the pad capacitance effect has been de-embedded (B. Li,
S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and
Techniques, Vol. 46, No. 10, pp. 1427-1435, October 1998. ©1998 IEEE).
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real part of Z11-Z12 versus frequency
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Fig. 3.36 The values of Rpx + Rp;(Cpc/Cs) after de-embedding the pad capacitances (B. Li, S. Prasad,
L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427-1435, October 1998. ©1998 IEEE).

The pad capacitances have a significant effect on the value obtained for Rpx +
Rpi (Cpe/Cs). The maximum variations of Rpx + Rpi(Che/Cs) before and after de-
embedding the pad capacitances are 5 and 0.5 respectively. The result after removing
the pad parasitics is shown in Figure 3.36.

This value is used to constrain the optimisation procedure in order to obtain accurate
values of Rpx and Rpi. The variation of Rpx + Rpi(Che/Cs) is due to the change of
Che with the base—collector voltage Vcg. Che decreases as Vcg increases. This causes
the ratio Cpe/(Cpe + Cy) to decrease and hence the magnitude of Rpx + Rpi(Che/Cs)
decreases.

H. The emitter resistance Rg and base—emitter resistance re

RE + re can be obtained from the real part of Z1, in the intermediate frequency range.
With the high collector current where the neutral base recombination is the dominant
recombination, Rg + re can be expressed as

ng kT
qlg

Rg +r. = Rg + (3.37)
The real part of Z1; in the intermediate frequency range is the sum of r. + Rg. The plot
of re + Rg versus 1/Ig would give the values of R, r. and ideality factor ny.

1. The emitter lead inductor and base—emitter capacitance

Le— Cberg can be obtained from the imaginary part of Z1, in the low middle frequency
range. In the case of high collector currents, the fraction of the depletion capacitance
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in the base—emitter capacitance C is small and Cp. can be approximated to be pro-
portional to /g, and we also have re o 1/Ig. Therefore, the y intercept of the plot of
L. — rgcbe versus 1/1Ig gives the value of L. The value of L. — Cberg at f = 5GHz
is used for this purpose. Le — Cbere2 is plotted versus 1/1. and shown in Figure 3.37.
Based on the values of L and r. obtained previously, the value of Cp can be easily
calculated. The value of Cy. obtained in this way only serves to give the initial value
of Cpe. An accurate value of Cy. is obtained from the optimisation procedure. It is
noted that the magnitude of Cy, is not sensitive to the optimisation procedure. This was
also reported in [24] where the value of Cye is calculated from f, (where f; is the
transport factor « cutoff frequency and f, = 1/reChe). An accurate value of Cyp. is
extremely difficult to obtain since changing the value of Cy. does not change the error
of optimisation much over the bias ranges for this example.
J. The transport factor o
The transport factor & can be calculated directly by

Zn —Z
@ = A2 (3.38)
Zy» — Z31 — Re — joL
Assuming a single-pole approximation, one can write
(04 .
P L (3.39)
jo
I+—
Wy

x 10"

0.8F J

2Cbe(H)
*

Le-r,

0.4r 1

0.2 i

00 10 20 30 40 50 60 70 80 90 100

1/1E (1/A)

Le — Cberg versus the inverse emitter current. Le = 9.99 pH (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).
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where w, can be expressed as

1 1
= = — (3.40)
Choere Tb

Wy

where T}, is the base transit time and is related to physical parameters by Wéc /2Dy, for
npn HBTs. The magnitude of a(w) at Iz = 200 wA with different collector—emitter
voltages is shown in Figure 3.38 together with the fitted curve of the magnitude of .

ag is obtained by taking the value of |«| at low frequency and w, (and therefore the
base transit time t, = 1/w,) can be calculated directly at each frequency using

Vg — le(@)? s

T )]

The calculated 1, at Iy = 200 pA with different collector—emitter voltages is shown
in Figure 3.39. Since the base is heavily doped, the base width modulation effect in
the HBT is negligible and therefore ty, should be a weak function of Iz and Vcg. The
dependence of 1, on the base current and collector—emitter voltage is not completely
clear. One possible reason for the o dependence on Vcg is the self-heating effect in
the HBT. The diffusion coefficient D, = (kT /q)y is a function of the temperature in
which pup, o« T7°. An often quoted value of s is 2.3 (for intrinsic GaAs). It is noted
that the D, decreases when the dissipated power in the HBTs increases. Therefore,
the tp increases with larger Vg values. The emitter—collector phase delay time can be
calculated by

0.95 i
0.9 i
j— M b -.u
© R S
5085F 0 :VCE=0.5V . %é;&@g%% |
= x :VCE=1.0V Nt *sx\y%:;
+:VCE=2.0V ‘x/\\ *
0.8 3 _
+ :VCE=4.0V \«‘\
—:VCE=7.0V \\\’\\ X
0.75 IB=200 UA NS .
0.7 L L L 1 1 1 L
0 5 10 15 20 25 30 35 40

Frequency (GHz)

|| versus frequency at different collector emitter voltages (B. Li, S. Prasad, L.-W. Yang and
S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).
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Fig. 3.39 7 versus frequency at different collector—emitter voltages (B. Li, S. Prasad, L.-W. Yang and

S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).

S [—za(w) — tan”! <3)} , (3.42)
[0} Wy

where T = (m/1.2)t, + t. and m =~ 0.22. The calculated 7 versus frequency at Iy =
200 pA with different values of Vg is shown in Figure 3.40.

When the collector—emitter voltage increases, the collector transit time 7, =
Wgc/2vsa increases due to the larger base—collector space region. Therefore, the
emitter—collector delay time increases as expected with the larger collector—emitter volt-
age. This might be explained by the self-heating effect in the HBT. The emitter—collector
delay time is a monotonously increasing function of 7, and .. As the power dissipated
in the HBT increases, the temperature of the intrinsic part of the HBT increases. That
causes the diffusion coefficient D, to decrease and results in the larger base transit time
T, and hence the larger emitter—collector delay time.

3.7.2 Results of the parameter extraction

The values of the bias-independent elements are given in Table 3.4.

All of the bias-independent elements are extracted from the procedure described
above except for Le, Rp; and Rpy. Accurate values of L., Rpx and Ry; are obtained from
the empirical optimisation procedure. Let @ = Rpx + Rpi(Cpc/Cs) and y = Cp/Cs.
The initial values of Rp; and Rpx are estimated from the variation of a. We have
Rox = Aa/Ay. The calculated values of Rpx and Ry, are listed in Table 3.4. Instead of
defining just the absolute error and just the relative error, the mixed relative and absolute
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Table 3.4 The bias-independent parameters

Parameters Values (analytical) Values (optimised)
Cpbc(fF) 0 0
Cpbe(fF) 27.4 27.4
Cpce(fF) 41 42
Ci(fF) 16.5 16.5
Ly (pH) 55 55
Le(pH) 9.9 5.46
Lc(pH) 61 61
Rpx (2) 1.38 1.42
Ry (2) 2.3 4.049
Rg(2) 1.832 1.832
Rc(2) 4.99 4.99
Error 2.2 % 0.43 %
-12
45720 " . . . . . :
4+ i
IB=200 UA _
s P g
35F v = R S i
v \
3l 0: VCE=0.5V |
x: VCE=1.0V

25 SR S b
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Fig. 3.40 T versus frequency at different collector—emitter voltage (B. Li, S. Prasad, L.-W. Yang and

S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46, No. 10,
pp. 1427-1435, October 1998. ©1998 IEEE).

errors are used to obtain the best fit between the measurement and the simulation. The
optimisation error is defined by

2 : 2
Smea Smm S{réea _ S?lzm
= 1/4NZ ( mea ) + < mea

i=1 12

( Smea S§1m ) <Smea Smm )
+|\—— ) +t| = , (3.43)
Sériea Sénzea
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Table 3.5 The bias-dependent parameters

Veg(vV) 0.50000 1.0000 2.0000 4.0000 7.0000
Ic(mA) 6.0 6.2 6.1 5.9 5.6
Che (fF) 109.1 64.75 41.50 26.8 18.70
re(Q) 4.168 4.0432 4218 4518 5018
Rpe (k) 8.6 70 121 180 200
ao 0.9741 0.9751 0.9751 0.9740 0.9740
CA(F) 344 344 344 344 344
MNGHz) 63 66 66 55 45

A (ps) 0.42 0.95 1.7 2.52 3.42
c (fF) 289 238 239 268 293
£9(GHz) 58.2 58.9 52.3 47.10 39.9
O(ps) 0.158 0.69 1.09 2.08 3.14
Error® 0.98% 0.84% 0.86% 0.62% 0.9%
Error© 0.50% 0.69% 0.43% 0.41% 0.56%

where N is the number of the frequency points. The errors between the measured and
simulated S-parameters are also listed in Table 3.4.

The optimisation is carried out at the bias /g =200A and Vcg=2.0V. The
error between the measurement and the simulation at the bias /g =200A and
Vce =2.0V before the optimisation is already 2.2%. The bias-dependent param-
eters Cpe, 7e, Ches Rbe, @0, fo and 7 at constant base current /g =200nA and
Vece={0.5V,1.0V,2.0V,4.0V,7.0V} are given in Table 3.5. Superscript A rep-
resents the results from optimisation and superscript O represents the results from
the direct analysis. Once the values of the bias-independent elements are known,
all the bias-dependent values can be easily calculated and no further optimisation is
needed. It is seen in Table 3.5 that, by using the directly calculated values of the
bias-dependent elements, the error between simulation and measurement is very small.
All the errors are less than 1%. Optimisations are also used. Only the three elements
Che, fo and T are optimised. The errors after optimisation are given in the Table 3.5.
The variation of r. is dependent on the collector current and the self-heating effect.
As explained previously, accurate values of Cyp. are very difficult to obtain. The varia-
tion of Cp. may result from the numerical techniques. The bias-dependent parameters
Che, 7es Che, Roe, @0, fy and 7 at constant collector—emitter voltage Vcg =2.0V and
Ig = {200 pA, 400 A, 600 LA, 800 A, 1000 wA} are given in Table 3.6. The errors
in using the analytical approach and in using the optimisation procedure based on the
initial values obtained from the analytical approach are both given. It is seen that the
errors, using the analytical approach, become higher if the collector currents increase.
This is because the self-heating effect becomes more significant when the collector
currents increase. However, the bias-independent elements are forced to be fixed in
all the extraction procedures and they are practically functions of the device tempera-
ture. The thermal effect is absorbed by the bias-dependent elements after optimisation.
Thus the errors become smaller. As expected, Cpe increases with increased collector
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Table 3.6 The bias-dependent parameters

Ig(nA) 200.000 400.000 600.000 800.000 1000.000
Ic(mA) 6.1 14.1 226 30.19 38.8
Cpe(fF) 41.50 374 327 2875 27.15
re(R2) 4218 1.798 1.133 0.8482 0.6912
Ry (k) 200 200 200 200 200
@ 0.9751 0.9785 0.9796 0.9790 0.9790
CLAL(F) 344 863 1275 1704 2190
fMGHz) 66 72 94 114 102
A (ps) 1.7 1.6 1.52 1.73 1.2
CR.(F) 0.239 0.682 1.070 1.537 1.984
19(GHz) 523 64.4 79.1 88.9 81.2
7O(ps) 1.09 1.02 0.98 0.68 0.45
Error® 0.86% 2.6% 3.2% 52% 7.6%
Error® 0.43% 0.62% 1.1% 2.1% 2.9%

Fig. 3.41 The simulated and measured S} and Sp. o: measured Syy; [ simulated Sy1; V: measured $p;;
A: simulated Sp> (B. Li, S. Prasad, L.-W. Yang and S. C. Wang, IEEE Transactions on
Microwave Theory and Techniques, Vol. 46, No. 10, pp. 1427-1435, October 1998. ©1998
IEEE).

currents. It is observed from Table 3.6 that Cy. decreases with the increased collec-
tor currents. One possible explanation is the self-heating effect and the modification
of the base—collector space charge region by the injected carriers [24]. The effect of
self-heating is not discussed here. The simulated and measured S-parameters at the bias
Ig =200 wA and Vcg = 2.0V are shown in Figures 3.41-3.43. The excellent fit between
the measured and modelled data shows that this procedure may be used successfully in
device parameter extraction.
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Fig. 3.42 The simulated and measured Sy . o: measured Sy ; [ simulated S (B. Li, S. Prasad,

L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427-1435, October 1998. ©1998 IEEE).

0.1

Fig. 3.43 The simulated and measured S). o: measured Syo; : simulated S1p (B. Li, S. Prasad,
L.-W. Yang and S. C. Wang, IEEE Transactions on Microwave Theory and Techniques, Vol. 46,
No. 10, pp. 1427-1435, October 1998. ©1998 IEEE).
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In summary, the pad capacitances are extracted from the HBTs under cutoff oper-
ation. Most of the elements are obtained from the analysis of the behaviour of the
Z-parameters. The values of uncertain elements are obtained from the optimisation at a
specific bias. The initial values of these uncertain elements are also obtained from the
analytical approach.

Basic expressions for small-signal parameter extraction

Small-signal equivalent circuit parameter extraction has been much addressed by several
researchers [3, 6, 19, 20, 25, 26, 33, 34]. The basic expressions and approximations for
the Z-parameters in different frequency ranges and under different bias conditions are
treated in this section [14].

Theoretical approximations of Z-parameters for the HBT

The simplified T equivalent circuit of the HBT after de-embedding pad capacitances is
shown in Figure 3.44. The T equivalent circuit is used here since it is more physically
meaningful than the 7w equivalent circuit. The latter circuit is the mathematical repre-
sentation of transistor operation. It is also easier to infer the large-signal model from the

Simplified T-type equivalent circuit, in which pad parasitics have been de-embedded (B. Li and
S. Prasad, IEEE Transactions on Microwave Theory and Techniques, Vol. 47, No. 5,
pp- 534-539, May 1999. ©1999 IEEE).
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Physical significance of the elements in the small-signal equivalent circuit (B. Li and S. Prasad,
IEEE Transactions on Microwave Theory and Techniques, Vol. 47, No. 5, pp. 534-539, May
1999. ©1999 IEEE).

bias-dependent element parameters by the T equivalent circuit since there are straight-
forward physical equations for the bias-dependent intrinsic elements. Figure 3.45
depicts the physical significance of each of the circuit elements in Figure 3.44 and also
includes the extrinsic parasitic capacitances Cppe, Cpbe and Cpee. The active portion of
the HBT was modelled using Cye, Cpc, ¥e, @ le, Rpe and Cr. Rg is the extrinsic emitter
resistance which consists of the contact resistance and emitter region resistance. The
extrinsic collector resistance was divided into three parts: R.1, R and R.3, which are,
respectively, the resistance due to the n-collector, the nT access region, and the collector
contact. The intrinsic collector resistance is represented by R.; which characterises the
distribution effect of the base—collector junction at the collector side. R.1, R and Rc3
are lumped together as Ry in Figure 3.44. Similarly, the extrinsic base resistance con-
sists of a contact resistance Rpj and an access resistance Ry». Ry and Ry, are lumped
together as Ry in Figure 3.44. Ry, is the intrinsic base resistance. Finally, the distribu-
tion effect of the base—collector junction is modelled by the elements Ry, Rpx, Cr, Coe
and Ryc. Cpbe, Cpbe and Cpee modelled the coupling between the base—emitter, the base—
collector and the collector—emitter interconnection layers. L., Ly, and L. are the contact
leads of the emitter, the base and the collector respectively:

Ry
/gc= ——mF—— 3.44
BC I+ jowRyChc ( )
. Ie
Zg =R L _ 3.45
E E+tJjo e+1+jwrere ( )
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1
g = 3.46
F e (3.46)
Zc = Rc+ joL, (3.47)
ZB = Rpx + jowLyp (3.48)
1 .
o= —e 1T, (3.49)
jo
1+ 2=

Wy
The two-port network Z-parameters are given as follows (the derivation for two-port

Z-parameters of this equivalent circuit is straightforward using basic circuit theory and
the details are not given here):

RuilZg + Rei + (1 — o) Zpc]

Z1\ =2+ Zg +

A
R 1—a)Z
Zi» = Zg + Ry x 01+(A05) BC
RciRvi + (1 — ) ZgcRyi — 0 ZrZ
7o = Zg + cif\bi ( ) BC \bi F4BC
A
1—a)Z R:i(Z Ry;
Z22=ZC+ZE+[( o) Bc+A cil(Zr + bl), (3.50)

where A = Ry + Rei + Zp + Zgc.
Let R;; = 0 (in most cases, it is hard to distinguish between R and Ry, and R.; and
R¢x are lumped together as R.), the following equations are obtained after some simple

calculations:
211—212—23+A (3.51)
Zpc + Zg + Ry; ’
1 — a)ZscRyi
Zio = Zg + (A —a)ZpcRyi. (3.52)
Zpc + Zg + Ry
aZrZpc
Zin—7Z)y=—"—"-——— 3.53
12 2= T Zet Re (3.53)
ZvZBc
Zon — 721 =2 _ 3.54
» 2 C+ZBc+ZF+Rbi (359
The most important term is
YAYA
= ——TBC (3.55)
ZBc + Zr + Ry

This term N is a complicated function of frequency and all the right sides of the Equa-
tions (3.51)—(3.54) can be expressed as the sum of a simple function of frequency and
this term (except for a scaling constant).
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Within the extreme low frequency range in which @Cpe Rpe < 1,

ZrZgc

Zpc + Zf
Rbc

~ jo(Ci+ Che) Roc + 1
~ Rbe — joRE.Cs, (3.56)

N~

where we have used the assumption Ry > Ryp; and let Cy = Cf + Cy, since this
is almost always the case in the forward or saturation applications. A typical extreme
low frequency can be calculated by using the typical element values. In modern pro-
cess technology in which the base resistance and base—collector capacitance have been
greatly reduced, the typical values Cpe >~ 5 x 1071 F and Rp. =~ 5 x 10* Q, therefore
the frequency f =~ 0.1/(27 RpcCpvc) = 6.8 MHz. For microwave applications, this typi-
cal frequency is very low. Substituting the expression in Equation (3.56) into Equations
(3.51), (3.52) and (3.54), the equations reduce to

Z11 — Z12 = Rpx + joLp + Ry — jo Ry RyiCs (3.57)
Z12 = Rg + joLe 4 re — jortCre

+ (1 — @) x joRyC(Rpe — joRECs) (3.58)

Zy» — Za1 = Rc + jwLe + Roc — joRECs. (3.59)

The base—emitter resistance is small in forward bias and therefore, Zg is approximated
as R+ jwoLe+re — j a)rnge in this analysis. Z15 can be simplified by discarding the
higher-order terms:

Z12=Rg+ jwLe +r1e — jwrgcbe 4+ j (1 — &)W Rpi Rpc Cs. (3.60)
At low frequency, « — apc — 1. Hence, Z1; is further simplified as
Z12 = Rg + joLe +re — jor:Cre. (3.61)

The intermediate frequency range is characterised by @wCpcRypi, ®CtRp; < 1, but
@CpcRpec > 1. The approximation for N is given as

N = ﬂ
) Zg + Zpc + Ryi
VA YA Ry
~ _“F7BC (1 - $> (3.62)
Zr + Zpc Zr + Zpc
1 1 J@CrCpc Ry
~(— | L
joCs  0?C2Rpe C;
~ b L ReiGueCr jRbiCrCh
~ joCs  @*CZRyc C? @C3 Rpe
1 1 Rpi Cp C
~ + — _ %bi l2>c f, (3.63)
JjoCs  0*C§ Ry C;
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where higher-order terms have been discarded. A typical intermediate frequency is cal-
culated by using the typical element values. Assume Ry = 10, the typical value
of frequency is 0.1/(2w RyiCpe) =~ 0.64 GHz. The value wCyc Ry =~ 10 appropri-
ately justifies the assumption. Substituting the approximation in Equation (3.63) into
Equations (3.51), (3.52) and (3.54), we obtain

Coc  JRuiCy

Z11 — Z12 = Rox + joLp + Ryi—r —
11 12 bx J b bi Cs CURbcCSZ

(3.64)

C
Zi2 = Re + joLe + re — jor2Che + (1 — @) Ry, <§> (3.65)

S

1 _ RbiCocCy

Zy —Zy1 = Rc+ joL: + +
2 — 22 c+Jjwle T0C. T @ RueeCs 2

(3.66)
As indicated in the above expressions, initially 1/ G)Z(Cf + Cbc)szC is much larger than
RbiCbCCf/Csz and R¢. Re(Z2»» — Z»1), where R. denotes the real part can hence be
used to extract Ry.. With increase of frequency, the second term decreases rapidly and
Re(Z2y — Z7y) is possible to be negative as described in [20], where the intrinsic base
resistance Ryp; is much higher in InP-based HBTs than in GaAs-based HBTs. After the
higher-order terms are discarded, Equations (3.64) and (3.65) are reduced to

C
Zyn—Zp = be+ijb+Rbi% (3.67)

S
Ziy =R+ joLe + re — jorg Coe (3.68)

The fifth term in Equation (3.65) consists of only a very small fraction of the real
part of Zj;; therefore, the approximation is generally reasonable. However, for InP-
based HBTs it may account for up to 18% of the real part of Zj; due to the large
base resistance [20]. Self-consistent iterations can be used to correct the approximation
errors [20].

The very high frequency range is defined by wCc Rpi, ©CiRyp; > 1

% ~ ZrZpc o 1
o Ry Zr + Zpc
1 2 2EC
Rvi
~__ L (1 . M)
~ @?CucCrRyi Ryi
~ Loy 1! ( Lo, ) (3.69)
T @?RpiCpeCr @’ RyiChcCr \ joCiRyi  jowCpcRyi) ’

The typical very high frequency is calculated by the values given above:
f =10/Q2m Ry Cyi) = 63.8 GHz. Since the very high frequency is very hard to reach, we
normally relax the high frequency requirement to above 20 GHz. Substituting Equation
(3.69) into Equations (3.51), (3.52) and (3.54), we obtain

1 1 Che
Z11 —Z12 = Rpyx + joLp + + 3.70
= 2= Rt jole + et R oy (Cf+ 1) (3.70)
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: .2 (1 —-a) (1—a) Cr
Z12=Rg+ joLe +1re — jor{Cpe + + —+1

joChe  @?RbiCpcCr \ Coe
(3.71)
V4 V4 Rc + joL ! + : ( : + : >
2 — 22 =Rc+ joL:— - - .
¢ RpiCpeCr @ RbiCpeCr \ joCrRyi  jwCoc Ry

(3.72)

We divide the frequency range into three subdivisions. The boundaries of these three
ranges are not strict and highly dependent on the applied biases, process technology
and device design. The magnitudes of Ry, Ryi, Cr, Cpc and re affect the definitions of
the frequency range. The network analyser is used to measure S-parameters and then the
S-parameters are converted to Z-parameters. The lowest frequency of the network anal-
yser is about several tenths of MHz. Therefore, S-parameter data at the low frequency
(satisfied by the condition wR},:Cs < 1) are not of much use for analysis except in the
reverse or deep saturation region.

For the analytical approach to parameter extraction, we clarify that the intermediate
frequency range is below 5 GHz and the high frequency range is greater than 10 GHz.
The method of clarifying the frequency range before extracting the element parame-
ters is arbitrary; however, the justification needs to be made during the procedure of
parameter extraction.

Z-Parameters at zero bias or ‘cold’ biases

At zero bias (Vgg = OV and Vcg = 0V) or ‘cold’ bias (Vgg = OV and Iy = 0A;
‘cold’ is adopted from the MESFET modelling techniques), the current gain becomes
zero and the device behaves like a passive component. The base—emitter resistance r. is
also much larger. The magnitude of this resistance is normally greater than 10* €2, which
is within the same order of magnitude as the collector-base resistance. Therefore, the
equivalent circuit becomes much simpler and so are the Z-parameters. With o« = 0,
we have

Zi = Zi = 7+ —ZERo (3.73)
Zsc + Zr + Ry )
ZpcRy;
Zir=2y =72 R 3.74
12 21 E+ Zoc 1 Zr + Ru (3.74)
ZrZgc

Zy — 72y =Zc+ (3.75)

Zpc + Zr + Ryi
The approximation of the Z-parameters is almost the same as before except for Z1, and
Z»1. The approximation of Zg in this case will be rather different. The Zg at the low
frequency range in which wreCpep < 1 is satisfied is given by

ZE ~ Rg 4 joLe + e — jorkCieo. (3.76)
Substituting into Equation (3.74), Z1, can be written as

Z12 = Rg + joLe +re — jorgCoeo + joRui Ci(Roe — joRp Cy). (3.77)
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For simplicity, higher-order terms can be discarded in the above equation without
affecting the accuracy.
When the frequency increases to the point at which wr.Cpep > 1, Zg is approxi-
mated as
1

Zg = Rg + joLe + — + .
© 7 joCho  ?rCl

(3.78)

Actually, the assumption of wreCre0, @RpcCheo > 1 and wCreoRbi, @CheoRpi K 1 i
easily satisfied in the frequency range of interest; therefore,

} Cy
Zi1 — Z12 = Rox + joLp + C°Rbi (3.79)
S
Zi» = Rp + jwLe + P (3.80)
= w —_— i .
12 E .] € ja)CbeO w2re Cge Cs bi
1 1
Z2 — Zo1 = Re + joLe + + . 3.81
2 =20 = Re+ jole+ —27 P ReeC2 (3.81)

In the above equations, the higher-order terms have been discarded for simplicity. If the
frequency increases further and 1/(@wCpeo), 1/(@Che0) <K Rbi, then Zj5 is given by
Zo=Retjolet —— 1 ¢ L 1 <1+1)
R2=Rg+ jo ; - —+—=).
¢ joCho  @?reCl,  j©Chc  @?RpiCoc \Coc  Cy
(3.82)

In the case of both junctions being reverse-biased, the approximation of the Z-
parameters might be rather similar to this case at zero bias.

Parameter extraction

The model parameter extractions are based on the assumption that all the extrinsic and
parasitic elements are bias-independent and only elements in the intrinsic part of the
device vary with bias. This also means that the extrinsic and parasitic elements can be
extracted by using multiple bias information. Some element values are sensitive to the
bias point at which the extraction procedure is carried out.

Since the conditions at the intermediate frequency are easily satisfied in the fre-
quency measurement range, we should make the most use of the Z-parameters in the
intermediate frequency range. The extraction procedure is shown in Figures 3.46-3.49.
The information for extracting the element parameters is overwhelming; hence different
schemes can be developed. The extraction procedure shown here is just one of them. The
superscripts used are explained as follows: R represents the real part of the correspond-
ing Z-parameters; I the imaginary part; F the forward bias; O the zero bias; L the low
frequency range; M the intermediate frequency range; and H the high frequency range.

From Z1; — Z12, we extract Ly, by plotting Im(Z1; — Z13)/w versus frequency in
high frequency range. Rpx + Rp; can be obtained from Re(Z1; — Zj3) at the extreme
low frequency. Rpx might be obtained from Re(Z1; — Z12) at the high frequency. The
difference will be Ry;.
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211—212

/\

L, < (Z11-Z1)"" M 0 Rox+ Roi <— (Z44-Z;)%" Rpx<-(Z17-Z12)"FH

Fig. 3.46 The element values extracted from Z1{ — Z1, (B. Li and S. Prasad, IEEE Transactions on
Microwave Theory and Techniques, Vol. 47, No. 5, pp. 534-539, May 1999. © 1999 1EEE).

Zy,
Le=reCpe<- Zi M Re+re < ZR M
Le/Che < Ler2Cia1/1 Re/feNf < Re+re~1/1¢
Fig. 3.47 The element values extracted from Z, (B. Li and S. Prasad, IEEE Transactions on Microwave

Theory and Techniques, Vol. 47, No. 5, pp. 534-539, May 1999. ©1999 IEEE).

(Z12-Z51)/(Z35-Z51 -R;-jw L)

Oper Tor Ter Tr

Fig. 3.48 The element values extracted from (Z1y — Z»1)/(Z23 — Z>1 — Rc — jowL¢) (B. Li and
S. Prasad, IEEE Transactions on Microwave Theory and Techniques, Vol. 47, No. 5,
pp- 534-539, May 1999. ©1999 IEEE).

Figure 3.47 shows how to extract Rg, re, Le and Cpe. Rg + 7. is easily obtained from
the real part of Zj; in the low or intermediate frequency range and we have

nekT
Rp +re = R 4+ o2 (3.83)
qlg

Therefore, we plot the curve Rg + r. versus 1/Ig. Rg,re and ny should be easily
extracted. In the case of high collector currents, the fraction of the depletion capacitance
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Rpe =< (255251 M x ©2(Cp,e + Cy) R < (Z,)-Z,)" <10

Z22 - ZZ1

Coe +C < (Zp-Zp1)"FMx (~00) L,< ((Zp-259)""M+1/ @(Cpe + Cl/ @

i

Cpc. C;=< fitting pn capacitance equation

The element values extracted from Z>p — Z»1 (B. Li and S. Prasad, IEEE Transactions on
Microwave Theory and Techniques, Vol. 47, No. 5, pp. 534-539, May 1999. ©1999 1IEEE).

in the base—emitter capacitance Che is small and Cpe can be approximated to be propor-
tional to /g, and we also have re & 1/1Ig. Therefore, the y intercept of plot of L, — resze
versus 1/Ig gives the value of L.. Once L. is known, Cp can be easily calculated.

The extraction from Zy — Z»; is somewhat more complex. Ry is extracted from the
expression Re(Zyy — Z» )a)zC s at the intermediate frequency or from the real part of
Zy — Z»1 at the low frequency. R, is the vertical axis intercept of the plot of Re(Z2> —
Z>1) versus 1/ ®? in the high frequency range. Ct + Cy. is extracted from (Z22 — Z>1) X
(—w) at the intermediate frequency. There are two different assumptions about Ct. One
assumes that Cr is bias-independent. Therefore, we can obtain Cr and Cy. by fitting
Ct + Cy into the following bias-dependent equation:

Cibeo

[t
ijc

On the other hand, C; might be considered to vary with the bias rather than be fixed
as in the Gummel-Poon model. The fraction of Cy in the base—collector capacitance is
constant. For this case, given Ryx, Rp; and Cyc/Cs can be obtained from the real part of
Z11—Z> at the intermediate frequency or calculated from a knowledge of the geometry.
We can calculate Cp. and Cy once the fraction is given.

L. is calculated by the expression Im[(Z2; — Z21) 4+ 1/(@w(Cpe 4 Cr))]/w in the high
frequency range.

o can be extracted easily once we know R and L. This is shown in Figure 3.47. The
extraction of parameters related to o has been reported by Pehlke and Pavlidis [19].

Ci+ Coe = Cr + (3.84)
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The approximation at R,; = 0

This is the case in which the distributed effect of the base—collector region is not neces-
sarily taken into account. The equivalent circuit is reduced and so are the Z-parameters.
Let Rp; = 0 in Equations (3.51)—(3.54), we have

Zi1 — Z12 = Ry + jowLy (3.85)

Z12 = Rg + joLe +re — jor’Cre (3.86)
Zi» — Zo1 = o X Zpc (3.87)
Zy — Z21 = Rc + jwL: + Zpc. (3.88)

The element parameter extraction becomes trivial in this particular situation.
In the extreme low frequency range,

Zy — Za1 = Rc + jwLe + Roc — jRECoe. (3.89)

In the intermediate frequency range,

1

Zy — Zy1 = Rc + joL: + + .
¢ joChe  @?RucCl,

(3.90)

Ry and Ly, are given by Equation (3.85). Equation (3.86) gives RE, re, Lo and Cpe.
Equation (3.88) gives R, Ry, Cvc and L. The extraction of « is the same as described
above.

The T small-signal equivalent circuit for HBTs after de-embedding pad capacitances
has been used to derive the Z-parameter expressions. The simplification of the Z-
parameters based on the range of measured frequencies was developed in order to
provide guidelines for directly extracting element parameters. The information from the
measured S-parameters is normally overwhelming and different schemes of extraction
procedure could be developed from these approximations. One fully analytical extrac-
tion procedure has been provided here. Z-parameters at multiple biases are utilised to
extract the small-signal parameters. These results can also be used for the parameter
extractions of BJTs.

Small-signal model of the collector-up (inverted) HBT

The device used in this example is a 5 x 10 um? InGaAs/InAlAs/InP inverted HBT
with fr = 23GHz and fjhox = 20GHz. The small-signal equivalent circuit of the
device [17, 18] is shown in Figure 3.50.

Ly, Lc and Le and Cppe, Cpbe and Cpee are parasitic inductances and capacitances
respectively, and Ry, R; and R. are extrinsic resistances. The active portion of the
HBT is modelled by intrinsic elements Ce, re, Cjc, o« and Rjc, where « = ap/[1 +
J(f/fu)1e 37 ag is the dc value of the transport factor, 7 is the transit time of collector
current and f,, is the o 3 dB frequency. RF-measurements indicate that the HBT under
zero bias (Iy = 0 A, Vcg = 0V) can be represented by a passive network. Therefore, in
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C
”pbc
I
— NN\ ch
¢,

L, Rp R L
Y @ X aaaa— C
B

olg
et Cpbe _— Cpce

Small-signal equivalent circuit of the inverted HBT (B. Li and S. Prasad, IEEE Transactions on
Microwave Theory and Techniques, Vol. 45, No. 7, pp. 1135-1137, July 1997. ©1997 IEEE).

this case, the transport factor « is negligible. Moreover, the dynamic resistance of the
base—collector p—n junction and the base—emitter p—n junction is assumed to be very
large. The uncertainty of numerical optimisation in zero bias can be reduced. The initial
values that are assumed in optimisation are calculated from the physical and geomet-
rical parameters. The parasitic elements, Cpbe, Cpbes Cpees Lb, Le and L, are obtained
from zero bias numerical optimisation and assumed to be invariant with bias [18]. Their
values are listed in Table 1.

The other elements under non-zero bias are extracted by the following analytical
approach:

e Convert the S-parameters to Z-parameters and remove the parasitic series elements
Ly and L;

e Convert the Z-parameters to Y-parameters and remove the parasitic shunt elements
Cpbea Cpce and Cpbc;

e Convert the Y-parameters to h-parameters.

The elements of the equivalent circuit, excluding the parasitic effects, are easily
extracted using the procedure described in [19].

The elements Ry, Le, Re and R are basically constant over the entire frequency
range of interest and do not show significant variation with bias. Therefore,
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these elements can be considered to be fixed. The bias-dependent elements are
Ce, Cjc, Rjc, ar, T, fo and re. The consideration of the bias variation of these elements
is sufficient for accurate small-signal modelling [17, 18].

3.10 Problems

(1) The scattering parameters of the HEMT in the common source configuration
are given. The Y-parameters are related to the equivalent circuit parameters as

follows:
Y1+ Y2 = joCgs (3.91)
—Y12 = joCap (3.92)
Y2 + Y12 =gp + jwCps (3.93)
Yo1 — Yio = —.gm : (3.94)
1+ (%) 7
where
—C
1 = wy—28 (3.95)
gD
Vgs — V-
wp = M (3.96)

L2

The scattering parameters were measured at Vgs — Vr = 0.4 V. The mobility
pn = 4400cm?/V-sand L = 1 um. Vps = 0.5V. gy, = 0.049 S, gp = 0.014S.

Use the SA algorithm to obtain optimised values of the equivalent circuit after
converting the scattering parameters to admittance parameters [14] as shown in
Table 3.7.

(2) What are the advantages of combinatorial optimisation methods over analytical
methods of device optimisation? What are the disadvantages?

(3) A researcher wants to optimise the parameters of a small-signal equivalent circuit
for the HBT using the genetic algorithm. The parameters are shown in Table 3.8.
Assume that there is a procedure for measuring the S-parameters of the HBT for
each variation of the parameters of the circuit shown in the table.

(a) Write down the steps of a genetic algorithm for the optimisation.

(b) Write a fitness function for the genetic algorithm.

(c) Modity this genetic algorithm for optimising the small-signal parameters of
a FET. Compare the difficulty of doing this to the difficulty of modifying an
analytic method for the same procedure.

(4) A student wants to create a neural network model for a power amplifier with
the parameters shown in Table 3.9. He/she decides to use the SGA to simultane-
ously optimise both the weight values and the number of neurons in the neural
network.
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Table 3.7 HEMT scattering parameters

Frequency (GHz) S11 S12 S21 S22

5 0.55/ — 158 0.05/1.80 0.53/14.5 0.83/176
10 0.75/ — 166 0.06/180 0.63/18.5 0.82/173
20 0.8/179 0.07/26 0.68/28.5 0.82/167
30 0.826/169 0.07/35 0.079/33.5 0.83/161
40 0.79/161 0.009/33 0.09/34.5 0.81/155

Table 3.8 Circuit parameters

Component

Definition

Lp(pH)
Lc(pH)
Le(pH)
Cc(fF)
Ce(pF)
Ry(€2)
Rc(€2)
7(ps)
Bo

Base inductance
Collector inductance
Emitter inductance
Collector capacitance
Emitter capacitance
Base resistance
Collector resistance
Transit time

Current gain

Table 3.9 Neural network inputs and outputs

Inputs

Outputs

Gate length
Gate voltage
DC drain current

Output power
DC gate current

Drain current

(a) Draw a diagram of a chromosome that can be used by the SGA.
(b) Is there any other way to simultaneously optimise both the weight values and
the number of neurons in the network?

(5) The scattering parameters for an HBT are given in Table 3.10.

215

Use the semi-analytical parameter extraction method to determine the ele-
ment values in the equivalent circuit and then obtain the scattering parameters
to compare with the given measured parameters.

(6) Assume that the base—collector extrinsic capacitance could be lumped into the
intrinsic Cpe and develop the strategy for the small-signal model parameter
extraction procedure.
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Table 3.10 HBT S-parameters

Frequency (GHz)  |S11l  ZS;1 I1S21l  ZSz1 ISi2l  £S12 IS22l  £Sp

0.45
0.5
0.6
0.7
0.8
0.9
1

2

4

6

8
10
12
14
16
18
20
22
24
26
28
30
32
34
36
38
40

0.955 —4.3 4.651 174.83 0.008 85.1 0.997 -2.78
0.954 —4.83 4.648 17425 0.009 84.2 0.996 3.1

0.953 —5.78 4.638 173.19 0.01 84.11 099  —-3.73
0.952 —6.71 4.631 172.13 0.012 8344 0995 —432
0.951 —7.66 4.622 171.05 0.013 827 0.994  —4.93
0.95 —8.68 4.614 170.05 0.015 8279 0993 551
0.948 —-9.52 4.601 16894 0.016 82.61 0992 —6.12
0.92 —18.95 4.457 15829 0.034 7573 0974 -—12.12

0.833  —35.63 4.005 139.02 0.062 66.77 0.921 —-22.78
0.726  —49.36 3.482 12293 0.086 55.57 0.853 —-31.24
0.628  —60.18 3.001 109.46 0.102 48.19 0.797 —38.1

0.544  —68.72 2.593 98.35 0.115 42.08 0.75 —43.67
0.476  —74.48 2.264 89.05 0.123 37 0.716 —48.35
0.43 —79.5 2.009 81.24 0.132  34.11 0.694 —52.23
0.39 —84.14  1.805 73.81 0.141 3094 0.68 —56.36
0.352 —87.56 1.633 66.91 0.149 2743 0.669 —60.25
0.326 —88.9 1.489 61.32 0.153 25.01 0.663 —63.83
0.306 —89.49 1.382 5544 0.158 2224 0.661 —67.38
0.299  —-90.98 1.293 50.96 0.163 20.41 0.662 —70.79
0.292  -94.44 1227 46.22 0.167 1991 0.672 —=73.97
0.283  -95.78 1.173 41.1 0.176 1833 0.68 —77.75
0.272  -98.22 1.127 3542 0.184 16.84 0.69 —81.95
0.2569 —-99.7 1.073 29.92  0.194 1421 0.688 —85.81
0.246 —102.13  1.024 2525 0.201 11.68 0.692 —89.2

0.238 —100.66 0.974 21.13  0.206 892 0.697 —-9291
0.232 —101.63  0.963 16.41  0.213 6.63 0.699 —96.4

0.223 —101.26 0918 11.77  0.22 3.11  0.694 —99.63

@)

®)

©)

(10)

What are the advantages of the inverted (also known as the emitter-down or
collector-up) HBT? If it is promising in some power application, why is it not
popular yet? Compare the emitter-up HBT and the emitter-down HBT in terms
of the device parameters?

Use the small-signal equivalent circuit of the collector-up HBT (Figure 3.50) to
determine the basic expressions for the circuit parameters.

The base—collector capacitance Cr is much smaller in the inverted HBT. Does
that make the model parameter extraction easy?

In compact device modelling, layout pads for measurement are not the part

of the device which needs to be removed (De-embedding procedure) from the

measurement data. In industry, open/short structures are used.

(a) Design your own open/short structure. How do you think the pad size, ground
layout, probe type or frequency affect your design?

(b) Draw the equivalent circuit for the open structure.

(c) Draw the equivalent circuit for the short structure.

(d) The S-parameters for the open/short structures are given. What information
can you extract from them?
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(11

12)

(13)

(14)

15)

(16)

An engineer is developing the diode model at a particular bias. Outline the pro-
cedure he/she is going to develop. Use the given S-parameter file. If there is
inductance in the structure that he/she forgets to remove, how will that affect the
final result? If the resistor and inductor are ignored, do you get the right result?
Explain your answer.

There is a set of S-parameter files which were taken for the diode. Use the files to
extract the diode capacitance model parameters, assuming that parasitic elements
have been de-embedded out.

Given the HBT S-parameters measured at the cold condition, use what you
learned to extract the model parameters.

Given the HBT S-parameters measured at the constant V. condition, use what
you learned to extract the model parameters.

Given the HBT S-parameters measured at constant /;, condition, use what you
learned to extract the model parameters.

The intrinsic part of the small-signal equivalent circuit of the MESFET which is
similar to the hybrid pi model of the bipolar transistor is given in Figure 3.51.
Outline the extraction procedure to extract the model parameters assuming
negligible ggs. Now the full equivalent circuit of the MESFET is given in
Figure 3.52. Assume Ly =Lg=25pH, Ly=10pH, Ry=Rg=10Q, R, =14,

G i

O O

3 + 1I 3 D

vi TG

Vgs g + 9m Vi <> Ids Cos Vds
F
j

s o oS

Fig. 3.51 Intrinsic MESFET circuit.

LQ Rg
G , T I A ~yoo— D
c l
gs .
Cpg ¢
7 F

Intrinsic device

im @ gd TCys l

Fig. 3.52 MESFET equivalent circuit.
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Cpg =Cpa =251F and ggqs =0S. Extract the other model parameters based on
the given set of S-parameters.

Note that the necessary data files are available on the Web labelled according to the
problem numbers.
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