
 

 

  

 

Abstract—In This paper a method for classification of two 

types of objects using genetic programming (GP) has been 

presented. These two objects are coins of different sizes, and 

different textures. The basic algorithm of genetic programming 

was presented and explained. The features used for training and 

testing are mean, standard deviation, skewness and kurtosis. 

Precision and recall were used as performance measures and 

they were the main building blocks in building the fitness 

function. They replaced the false alarm and detection rate that 

was used in previous works. The result figures as well as values 

of precision, recall, fitness values, time elapsed, and number of 

generations used in training was presented. The very basic 

structure of a GP system was implemented and proved that it 

can work well as a standalone computational algorithm. 

 

Index Terms—Genetic Programming, GP, Object 

Classification, Object Recognition, Fitness function, Precision, 

Recall, Object Detection. 

I. INTRODUCTION 

Object Classification (OC) is a topic which has wide spread 

use in various applications such as vehicle parking systems, 

object tracking, biometric applications such as face detection 

systems, optical character recognition, finger print 

recognition, classification of abnormalities in medical images, 

surveillance purposes and many computer vision applications.  

A variety of methods have been used for this purpose. 

Generative models such as principal component analysis [22], 

karhunen-loeve procedure [23] and eigenimages [24] were 

used for face recognition and characterization. A lot of other 

technologies like Hessian Matrix, Difference of Gaussian, 

Entropy Based Salient Region detectors etc. are used in many 

systems for object classification. Throughout all these 

systems, the basic steps remain the same which are first the 

training and then the testing stage. The most important step 

is method used for feature extraction. Features are the 

elementary units used in the representation of objects. These 

can be local features that measure metric properties of objects 

like measuring brightness or color, oriented lines, T-

junctions, corners, etc. or global features that only represent 

qualitative characteristics of objects like 3D component parts 

 
 

realized as simple volumes that roughly capture the actual 

shape of an object. A good choice or combination of methods 

can give you a high precision. Various methods have been 

used in previous works such as wavelets [15] and [16]. In 

[25], back-propagation neural networks were used for 

character recognition (“Le Net”). In his SEEMORE model of 

object recognition, [26] employed a rich set of low-level 

features, including oriented edge filters, color filters, and 

blobs. Edge filter responses were combined into contours and 

corners. A neural network trained on the output of all these 

filters was able to recognize simple objects in photographs 

with good performance and, as expected, decreasing 

performance for degraded images. The use of moments as 

invariant binary shape representations was first proposed by 

Hu in 1961 [27]. Hu successfully used this technique to 

classify handwritten characters. Hence it can be seen that the 

basic steps include extraction of features, building the 

training model, and then testing it. 

Genetic Programming (GP) which was introduced and 

explained by Koza [2] is an emerging technology which has 

been applied successfully to object recognition among other 

applications. Genetic Programming uses novel optimization 

techniques to “evolve" simple programs; mimicking the way 

humans construct programs by progressively re-writing them. 

It is actually derived from Genetic Algorithms (GA) [28]. 

GA’s have been applied [19] - [21] along with neural 

networks for OC. GP has been applied to object classification 

by many researchers in combination with different features 

like mean and std. deviation [1], [5], [7]. Principal 

Components with GP was used in [8] for brain tumor 

classification. In another work, wavelets and GP was used 

with wavelets [15] for texture classification.  

The remainder of this paper is organized as follows. 

Section II gives an overview of the basics of genetic 

programming. Section III describes our approach and 

experimental configuration towards achieving the above 

mentioned goals. Section IV presents the results of the 

experimentation. Section VI draws conclusions and gives 

future work directions. 

II. GENETIC PROGRAMMING  

Genetic algorithms contain a “population" of trial solutions 
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to a problem, typically each individual in the population is 

modeled by a string representing its DNA. This population is 

“evolved" by repeatedly selecting the “fitter" solutions and 

producing new solution from them. The new solutions replace 

existing solutions in the population. New individuals are 

created either asexually (i.e. copying the string) or sexually 

(i.e. creating a new string from parts of two parent strings). 

In genetic programming the individuals in the population 

are computer programs. To ease the process of creating new 

programs from two parent programs, the programs are 

written as trees. New programs are produced by removing 

branches from one tree and inserting them into another. This 

simple process ensures that the new program is also a tree 

and so is also syntactically valid. The algorithm for a generic 

genetic programming problem is given as follows: 

 

i. Start 

ii. Initialize population size, maximum iterations and 

other parameters 

iii. Collect features to be evaluated 

iv. Randomly initialize initial population 

v. While (ideal program found or maximum no. of 

generations are completed) 

a. Evaluate fitness 

b. Select best programs to be inserted back 

into population (reproduction) 

c. Crossover operation using best programs 

i. Pairs of programs are randomly 

selected as parents. 

ii. They are “crossed-over” to 

generate two child programs. 

iii. If the child programs prove 

“fitter” than the parents, it is 

inserted into the population. 

d. Mutation operation using best programs 

i. Randomly select a program 

ii. Make a random change in the 

tree/ string. 

iii. If the mutated program proves 

“fitter” than the original, it is 

inserted into the population. 

vi. End while 

vii. Return best solution 

viii. End 

 
A variety of representations exist for GP problems such as 

Tree based, Graph based, Cellular, Linear, and Grammar 

based etc. Tree based GP is the most commonly used [6]. 

There are few initialization techniques popular in tree based 

GP which are full method, grow method, ramped half-and-

half method. The fitness measure assigns a fitness value to 

each possible fixed-length character string in the population. 

The fitness measure is often inherent in the problem. The 

fitness measure must be capable of evaluating every fixed-

length character string it encounters. For each generation, the 

genetic algorithm first evaluates each individual in the 

population for fitness. Then, using this fitness information, 

the genetic algorithm performs the operations of 

reproduction, crossover, and mutation with the frequencies 

specified by the respective probability parameters pr, pc, and 

pm. This creates the new population. 

III. METHODOLOGY 

Many of the algorithms previously employed have used a 

sweeping window to collect the terminals. During the object 

classification process, a genetic program might consider 

many pixel positions in an image as object centers and we call 

each object centre localized in an image by a genetic 

program, a “classification position”. The steps involved to 

find these positions are  

1. Collect the terminal set from the data set. This 

indicates using the sweeping window to collect 

image statistics which are to be used for evaluation. 

2. Evaluate these terminals using genetic program.  

3. Calculate the fitness function based on that evaluation 

 

A. TERMINAL SET 

The terminals are typically either variable atoms 

(representing, perhaps, the inputs, sensors, detectors, or state 

variables of some system) or constants. Occasionally, the 

terminals are functions taking no explicit arguments, the real 

functionality of such functions lying in their side effects on 

the state of the system. The terminals we have used are mean, 

standard deviation, skewness and kurtosis. They are defined 

as follows: 
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where  N = the total number of pixels in the window which 

are being considered,  

i
X  = the ith pixel and  

X  = the mean of pixels for i=1 to N 
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σ  = the standard deviation of the pixels under the 

window. 

 

B. FUNCTION SET 

The function set is The set of operators used in a genetic 

program, e.g. ‘+’, ‘-‘, ‘*’, ‘/’. These act as the branch points 

in the parse tree, linking other functions or terminals. The 

function set we are using contains the four standard 

arithmetic operators and a conditional operation: FuncSet = 

{+, −, *, /, if}. The +, −, and * operators are usual addition, 

subtraction and multiplication, while / represents “protected” 

division. The if function returns its second argument if the 

first argument is positive or returns its third argument 

otherwise. 

 

C. DATA SETS 

We focus on classification of two types of data sets. One is 

distinguishing between 5c and 10c coins from coin images. 

The coins are located in different positions in these images 

with different orientations and appeared in different sides 

(head and tail). Three classes of 300 small objects (100 for 

each class) were cut out from the images and used to form the 

classification data set. The other is distinguishing between 

four different textures. The training images are shown below.  

 

      
(a)                                        (b) 

Fig. 1.  (a) Samples from data set consisting of 5c and 10c coins. (b) four 

textures used for training system 

 

    
Fig. 2.  Three classes used for training the data. (a) Heads, (b) Tails (c) 

background 

 

The second set of images, Fig. 1(b) contains four different 

kinds of texture images, which are taken by a camera under 

the natural light. The images are taken from a web-based 

image database held by SIPI of USC [29]. The four texture 

classes are named woolen cloth, wood grain, raffia, and 

herringbone weave, respectively. This set has 400 sample 

cutouts from four large images, and each class has 100 

samples. 

 

D. CLASSIFICATION 

For classification of the output as belonging to one class or 

the other, we use the output of the genetic program. The 

output of a genetic program in the standard GP system is a 

floating-point number. In the case of two classes “positive” or 

“negative”, we can say that the output will lie on a number 

line and if the output is greater than 0, it is the positive class, 

else it belongs to the negative class. In the case of multiple 

classes such as the textures, various thresholds have to be set 

so as to account for the different classes such as in eqn. (5). 

T1 stands for threshold and should be set based on the object 

to be classified. The right thresholds can be found by trial and 

error. It has been depicted that two classes should have 

negative outputs and two positives. This is just a general case 

and not a requirement.  

 

Class 1,  O  T1

Class 2,  T1  O  0

Class 3,  0  O  T1

Class 4,  O  T1

class

< −


− < <
= 

< <
 >

 (5) 

  

E. FITNESS FUNCTION 

We used precision and recall values to calculate fitness 

value. At the heart of the genetic programming problem lies 

the fitness function formulation. This function must give a 

measure of how well evolved the program is. This fitness 

function varies with each problem statement. The fitness 

function we are using was used for object localization using 

GP by Zhang and Malcolm Lett [10]. We use it for object 

recognition. They introduced the “Relative Localization 

Weighted F-measure” (RLWF), which attempts to 

acknowledge the worth of individual localizations made by 

the genetic program. Precision refers to the number of objects 

correctly recognized by a GP system as a percentage of the 

total number of object recognized by the system. Recall refers 

to the number of objects correctly recognized by a system as a 

percentage of total number of target objects in a data set. In 

this fitness function, instead of keeping the occurrence of a 

correct classification as “black or white”, we will allow it 

have “shades of gray”. This means we don’t say 1=correct 

classification and 0=incorrect classification, but we use the 

scale [0,1] to signify how ‘worthy’ each classification is. We 

call this value as classification fitness CF. It is calculated 

based on the Euclidean distance between the current position 

and the correct position (closest object center). CF=1 

indicates that the classification and CF=0 indicates it is not 

close to a correct classification position. CF can be calculated 

as follows: 

 

2 2

2 21 ,
( , )

0,

x y
if x y r

CF x y r

otherwise

 +
 − + ≤

= 



 (6) 
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where 
2 2x y+

 is the distance of the classification 

position (x,y) from target object centre, and r  is called the 

“classification fitness radius”, defined by the user. In this 

system, r is set to a half of the square size of the input 

window, which is also the radius of the largest object. 

The precision and recall are calculated by taking the 

localization fitness for all the localizations of each object and 

dividing this by the total number of localizations or total 

number of target objects respectively. 

 

(CF for all classification positions)
Precision=

Total no. of classification positions

Sum
(7) 

 

 
Number of objects classified

Re
Total number of objects to be classified

call =   (8) 

 

 
2 Pr Re

Pr Re

X ecisionX call
Fitness

ecision call
=

+

 (9) 

 

Hence while calculating precision, for every classification 

position, a value between 1 and 0 will be used depending on 

how “precise” each classification is. This is divided by the 

total number of objects. Hence for a perfect case where each 

position represents the object at the exact center, precision 

value will be 1. Hence it is the measure of false alarms and 

trying to reduce those. However, this leaves a loophole. In the 

case where all object are not classified, one can still achieve 

precision 1. Hence recall value is used which checks for 

classification of all objects. Hence recall = 1 indicates that all 

objects are classified regardless of how good the precision is. 

Hence this measures detection ratio. Hence precision and 

recall replace false alarm rate and detection ratio that were 

used in [1]. Hence both these measures completely describe 

the fitness function which is given in eqn. (9). 

 

F. PARAMETERS AND TERMINATION CRITERIA 

The parameter values used in this approach are shown in 

table 1. In this approach, the learning/evolutionary process is 

terminated when one of the following conditions is met: 

1) The detection problem has been solved on the training 

set, that is, all objects in each class of interest in the training 

set have been correctly detected with no false alarms. In this 

case, the fitness of the best individual program is zero. 

2) The number of generations reaches the pre-defined 

number, max-generations. 

 

 

 

 

 

 

 

 

 

 
TABLE 1 

PARAMETER FOR GP TRAINING 

 Parameters Coin image Texture 

image 

Search 

Parameters 

Population 

size 

Max. no. of 

generations 

300 

 

30 

400 

 

50 

Genetic 

parameters 

Reproduction 

rate 

Cross-rate 

Mutation-

rate 

10% 

 

80% 

10% 

10% 

 

70% 

20% 

Fitness 

parameters 

Classificatio

n fitness 

radius 

5 5 

IV. RESULTS 

In order to evaluate the system, along with the fitness 

function described above, we also use precision, recall and 

time taken. While implementing, after training and obtaining 

an evolved program, it was tested on the image and the output 

was displayed on a binary image with ‘0’ for the background 

and ‘1’ for the detected object. Since we try to minimize 

‘false positives’ by maximizing precision, each ‘object’ 

should ideally be characterized by one classification position. 

    
(a) 

         
(b)          (c) 

Fig. 3. (a) shows positions of 5c coins recognized  from image (a) and (c) shows 

locations of 10c coins recognized from image (d) 

 

Fig. 3(b) shows positions for 5c coins detected albeit with a 

few false positives while (c) shows positions of 10c coins 

recognized. Note that this is the case of two classes which is 

relatively easy. However, below is a case of four classes which 

have shown recognition of the 4 different textures. 
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(a) 

   
(b)          (c) 

   
(d)          (e) 

Fig. 4. (a) shows positions of 5c coins recognized  from image (a) and (c) shows 

locations of 10c coins recognized from image (d) 

 

TABLE 2 

RESULTS OF THE GP SYSTEM 

Data 

Set 

Fitnes

s 

Test Accuracy Training 

Efficiency 

Precisi

on 

Reca

ll 

No. of 

Generatio

ns 

Time 

taken 

(sec) 

Coins 0.7413 0.589 1 21 11.2414 

Textur

e 

0.877 0.782 1 35 24.8361 

 

V. CONCLUSIONS 

The objective was to prove the potential of GP as a tool for 

object classification. By taking two datasets of coins and 

textures, we have collected terminals of mean, standard 

deviation, skewness and kurtosis. Inspired by the concept of 

survival of the fittest and natural selection described by 

Charles Darwin in ‘On the Origin of Species by Means of 

Natural Selection’, these terminals were used to evaluate 

many generations of evolved genetic programs to give us the 

fittest program. Results presented give the efficiency and 

accuracy of the system. Here GP has been used alone without 

another machine learning technology and yet gives good 

results. Precision & Recall have proved as excellent 

performance measures and have replaced false alarm and 

detection rates. Genetic programming has proved that it can 

be used standalone as an efficient object recognition engine.  
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