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Abstract 

A special Genetic Algorithm with mutation along the 
weighted gradient direction for nonlinear programming 
problems is proposed. It uses penalty function to con- 
struct fitness function for evaluating the solution which 
violated the constraints. The convergency analysis of 
the method are also given in this paper. 

1 Genetic Algorithm with mutation along the 
weighted gradient direction for NLP 

1.1 Canonical form of NLP 
Nonlinear programming problems with n variables and 
m constraints may be written as the following canonical 
form NLP: 

In this paper, we assume that f(x) and g(z) are con- 
tinuous and derivative in E,. 

1.2 Genetic Algorithm combined with penalty 
function 
In the procedure of solution to  NLP by means of 
penalty function method, it first transmit NLP into 
a unconstrained optimization problem by means of 
penalty function, then solve a sieries of unconstrained 
opt@zation problems with a certain penalty multi- 
plier, in order to get the optimal solution or near op- 

multiplier tend to zero or infinite, the iteration point 
tend next to optimal, however, a t  the same time the 
objective function of the unconstrained optimization 
problem might gradually become worse. This is the 
computer difficulty of implementing the penalty func- 
tion methods to solve NLP. 

On the other hand, when we applying traditional GA to 
solve NLP, a scheme of coding and decoding process for 
optimizing variable must be needed, more over, due to 
the coniplexity and differences of constraints in actual 

timal solution to original problem. But as the penalty 

optimization problems, there has no a general coding 
method for all types of optimization problems. 

Based on the above analysis, in this paper, we pro- 
pose a special genetic algorithm combined with penalty 
function to solve NLP.The basic idea may be described 
as follow: First randomly produce an initial popula- 
tion with the size of N P  individuals, each individual is 
selected to reproduce children by mutation along the 
weighted gradient direction, according to the selection 
probability depending on its fitness function(objective 
function).In the process of iteration, for an individual 
xi 6 Q ,  give it a less fitness function, namely, objective 
function, by way of penalty function, so that it may 
have a less chance than others to be selected as par- 
ents to reproduce children in the later generation.As 
the generation increases, the individual with less fit- 
ness function die out gradually, namely, the individu- 
als x, E Q with less objective function and individuals 
xi 6 Q die out gradually, and the individuals main- 
tained in the population are the individuals with a high 
value of objective function. After a number of gener- 
ations, the individuals’ objective function value reach 
at the optimal or near optimal. 

For an individual 2, if x E Q, then move along the 
gradient direction of objective function Vf(z), the ob- 
jective function may be improved. 

For an individual x, if x 6 Q, it denotes that z is out 
of the feasible domain.Let 

I+ = {i 1 si(.) > 0 , x  E En . 1 
For i E I+,if ;G move along the negative gradient direc- 
tion Vgi(z), it may satisfy g,(z) 5 0. 

Based on this, we construct a weighted gradient direc- 
tion[l], denoted by d(z),  which is defined its follow: 

m 

d(z )  = Vf(z) - ~ w i v g * ( x )  (2) 
1=1 

where, wi is the weight of gradient direction. 

(3) 
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6; = 1 (4) Theorem 1 The solution generated by the proposed 
Genetic Algorithm after enough generation can con- 
verge to the optimal solution,if it is in the feasible do- 
main. 

Corollary 1 
satisfy 

gmas(2) - gi(2) + 6 

gmao(2) = mu2 g i ( z ) , i  = 1 ,2 , .  . . ,m} ( 5 )  

If the solution 20, generated by GA, 

i = 1,2,3,. . . ,m 

{ 
where 6 is a very small positive number. 

Then is generated from zp' by mutation along 
the weighted gradient direction d(z)  can be described 

gi(z0) < 0 ,  
Vf(.O) = 0 

as: then, 20 is the optimal solution. 
( 6 )  

Case 2 x* is at the edge of the feasible domain. 

In this case, 

where, is a step-length of Erlang distribution ran- 
dom number with declining means, generated by ran- 
dom number generator. IZd. 
From formular(5), we may find that gmao(z) is the 
maximum value of violation for constraints, which re- 
flects the information of relationship between individ- 
ual 1: and the feasible domain &. 

If gmas(z) 5 0, it denotes 2 E Q; else, gmam(z) > 0 and 
the bigger the g m a s ( z )  is, the worse the performance of 
2 E Q ,  namely, individual z is 'far' apart from feasible 
domain. 

Objective function f(z) is calculated as 

in light of Kuhn-Tuck condition, 3Xf 2 0 such that 

of(.*) - x;Vgi(z*) = 0 (9) 
i € I  

where, Xf is Lagrange multiplier. 

Obviously, d(z*) # 0, namely, according to the pro- 
posed GA, in the process of iteration, a point reach 
at the optimal solutioa, but it might not be stop at 
the optimal solution.However, it can converge to the 
neighbore domain of optimal solution. 

Based on the above analysis, we give some corrections 
to the gradient direction weight wi as follow: f(x) = (7) 

(10) 
where, M is a preferred very big positive number. 

(11) 
Xf if Xi. exits 
6i else 

2 Convergency Analysis of GA 

In this section, we give the convergency of the proposed 
GA. ln the GA with mutation along the weighted grrt 
dient direction, the key procedure is 

x i  = 

where, 
mular (9). Then, we may get theorem 2 as follow: 

Theorem 2 The solution generated by the corrected 
Genetic Algorithm can converge to  the optimal solution 
if it is at the edge of the feasible domain. 

is the Lagrange multiplier which satisfy for- 

2(k+l)  = #) + p(k)d(&))* 

let z* is the optimal solution to NLP(1). 

3 Conclusion 

In summary, a special Genetic Algorithm with muta- 
tion along the weighted gradient direction is proposed 
in this paper. 

i I g i ( z * ) = o , i = 1 , 2  ,..., m 

then, 
d(z*)  = of(.*) 

Case 1 z* is in the feasible domain. 

In this case, I = d(empty), according to the Kuhn- 
Tuck condition, we have Vf(z*) = 0, in light of for- 
muar(8), d(z*)  = 0. 

Hence, in the process of iteration, if a iteration point 
rearch at the optimal point, it would be stop a t  that 
point. Then we have Theorem 1. 

(8) 
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