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Abstract—Dynamic Workflow Scheduling in Fog Computing
(DWSFC) is an important optimisation problem with many real-
world applications. The current workflow scheduling problems
only consider cloud servers but ignore the roles of mobile devices
and edge servers. Some applications need to consider the mobile
devices, edge, and cloud servers simultaneously, making them work
together to generate an effective schedule. In this article, a new
problem model for DWSFC is considered and a new simulator
is designed for the new DWSFC problem model. The designed
simulator takes the mobile devices, edge, and cloud servers as a
whole system, where they all can execute tasks. In the designed
simulator, two kinds of decision points are considered, which are the
routing decision points and the sequencing decision points. To solve
this problem, a new Multi-Tree Genetic Programming (MTGP)
method is developed to automatically evolve scheduling heuristics
that can make effective real-time decisions on these decision points.
The proposed MTGP method with a multi-tree representation can
handle the routing decision points and sequencing decision points
simultaneously. The experimental results show that the proposed
MTGP can achieve significantly better test performance (reduce the
makespan by up to 50%) on all the tested scenarios than existing
state-of-the-art methods.

Index Terms—Dynamic workflow scheduling, genetic program-
ming, fog computing.

1. INTRODUCTION

HE widespread use of mobile devices such as smartphones
T and intelligent robots brings a large number of requests and
data from users. These requests and data can be abstracted as
workloads, such as web applications, bags of tasks, and scientific
workflows [1]. Scientific workflows contain many dependent
tasks and can be used to support a variety of practical studies,
such as examining the structure of galaxies [2] and searching
for gravitational waves [3]. Typically, these scientific workflows
cannot be executed by the limited computational and storage
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capabilities of the mobile device. Cloud computing [4] tech-
nology is therefore widely used for the execution of workflows.
Tasks in a scientific workflow can be uploaded to be executed on
cloud servers. However, the upload process involves transferring
raw data to the cloud server, which produces long transmission
delays and privacy issues [5]. To reduce the transmission delay,
fog computing is proposed [6], [7], [8], which contains two
computing layers (i.e., edge and cloud). As compared to cloud
computing, fog computing brings computing resources closer to
users, enhancing location-based services [9]. The purpose of fog
computing is to handle part of the tasks on edge servers, rather
than imposing all the tasks on the cloud [10]. However, how to
allocate tasks to edge or cloud servers to make the execution
process more efficient is a challenging workflow scheduling
problem.

Workflow scheduling [11] is a process of mapping and organ-
ising interdependent tasks on distributed processing elements to
meet important objectives such as minimising makespan, load
balancing, and budget. Previous studies mainly focus on static
workflow scheduling problems in which all the information
regarding the servers and workflows is known in advance [12].
However, in the real world, the environment is dynamic and the
stream of workflows is unpredictable [13]. The information of
workflows is unknown until the workflows arrive. In addition,
current research does not consider mobile devices that release
workflows as computing resources. Many real-world applica-
tions require mobile devices to have the ability to make au-
tonomous decisions. Therefore, a new fog computing paradigm
considering the mobile device, edge, and cloud is required.
In this article, we focus on Dynamic Workflow Scheduling
(DWS) with dynamic workflows arrivals and limited computing
resources in Fog Computing (DWSFC).

The DWSFC problem is very challenging. First, the exact
methods, such as branch-and-bound [14] and mathematical pro-
gramming [15] cannot efficiently handle large-scale scenarios
and/or dynamic events because of their high computational
cost, although they can guarantee optimality for small-scale
instances. Second, the solution optimisation heuristic methods,
such as ant colony optimisation [16] and particle swarm opti-
misation [17] that can handle large-scale scenarios, still have
the limitation of high computational cost to handle dynamic
events. Scheduling heuristics have been shown as a promising
technique for solving scheduling problems [18]. Scheduling
heuristics are used to assign a priority for the available servers,
then the server with the highest priority is selected to execute
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the ready task (i.e., the task with all the preceding tasks com-
pleted). Scheduling heuristics can make decisions based on the
latest information and can react in real-time. The state-of-the-art
scheduling heuristics for task/workflow scheduling problems
include HEFT, FCFS, MaxMin, and MinMin, which have been
widely used in the cloud and fog computing industry. However,
manually designing scheduling heuristics is time-consuming
and needs domain knowledge. The scheduling heuristics de-
signed by humans might not capture all the important factors
and complex interactions between them, and the decisions made
by manually designed scheduling heuristics are mostly greedy
decisions, which might not be good ones in the long-term
scheduling process. The existing scheduling heuristics are more
likely to be ineffective when the problem (e.g., objective and
constraints) changes, particularly with dynamic nature. Thus,
an automatic design method is needed to learn scheduling
heuristics.

Genetic Programming Hyper-Heuristic (GPHH) [19] has
been widely used to automatically generate scheduling heuristics
for many combinatorial optimisation problems, including job
shop scheduling [20], [21], [22], [23], bin packing [24], [25],
[26] and routing problems [27], [28], [29]. Some recent research
has also attempted to develop GPHH for solving DWS problems
in cloud computing [30], [31]. However, the existing studies
still have limitations. First, mobile devices are not included in
the computation network, that is, mobile devices cannot make
autonomous decisions. Second, only the cloud servers are used
as computing resources, while the mobile devices and edge
servers are not considered. Third, they assume an unlimited
number of computing resources, which are not available in
real-world applications. Lastly, they only use GPHH to evolve a
rule for selecting a processor for each task, while still using the
manual rule to sequence the tasks.

To solve the DWSFC problem, we design a new problem
model and a corresponding simulator to imitate the scheduling
process. A novel GPHH method is then proposed to solve the
DWSEC problem by handling the processor assignment and
task sequencing simultaneously. Specifically, this article has the
following contributions.

1) A new problem model taking mobile device, edge, and
cloud into consideration is presented. This new problem
model takes real-world constraints (limited computing
resources) into consideration and gives a novel comput-
ing paradigm with the mobile device, edge, and cloud,
simultaneously.

2) A new simulator is developed to imitate the scheduling
process. In this new simulator, mobile devices release
workflows and decide whether to upload the tasks to
edge/cloud. Mobile devices, edge/cloud all have process-
ing ability, which are seen as computing resources.

3) A realistic circumstance of limited computing resources
(edge and cloud servers) is considered. In this case, two
kinds of decision points are designed, one is the routing
decision point (when a task is ready), the other is the
sequencing decision point (when a processor is idle).
Then, a new scheduling heuristic with a routing rule (for
handling the routing decision points) and a sequencing rule
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(for handling the sequencing decision points) is designed
to account for busy missions.

4) A new MTGP method is proposed with a new representa-
tion, which has two trees, one represents the routing rule,
the other denotes the sequencing rule. New terminals are
designed to evolve scheduling heuristics for the DWSFC
problem.

5) Experiments are performed to show the effectiveness of
the proposed MTGP method (reduce the makespan by up
to 50%) over existing methods under different scenarios
based on the new simulator. The structure of the evolved
scheduling heuristic is analysed to gain insights from the
scheduling process.

The rest of this article is as follows. Section II introduces the
background, including the workflow scheduling problems, and
GPHH. The related work is introduced in Section III. Section IV
describes the definition of the new DWSFC problem. The pro-
posed simulation model and method are described in Sections
V and VI, respectively. Section VII describes the experimental
design and results. Further analyses are shown in Section VIII.
Finally, Section IX concludes this article.

II. BACKGROUND
A. Workflow Scheduling

Workflow scheduling problems can be classified into two
categories according to the available information of workflows
and environments, which are static problems and dynamic prob-
lems [32]. For static problems, the information about workflows
and environments is known in advance. For dynamic problems,
the scheduling process needs to meet some dynamic events,
such as the dynamic arrival of workflows [13] and computing
resources failure [33]. Dynamic arrival of workflows is the most
commonly happened dynamic event in the real world. Once a
task becomes ready for allocation, a scheduling heuristic will be
used to select a computing resource to process it based on the
real-time information [34]. There has been extensive research
on static workflow scheduling problems, while the studies on
dynamic workflow scheduling problems are limited. In addition,
the current workflow scheduling problems are studied in cloud
computing environments [32], an extension in fog computing
environments is needed as the low latency requirements. Also,
some studies [31] assume that the cloud provider has unlimited
computing resources which are unavailable in practice. The
limited computing resources will make the scheduling process
busy, sometimes the uploaded tasks have to wait to be executed
in the waiting queue.

Beyond that, the existing scientific workflows [1] used for
workflow scheduling studies have only a few types of workflows
with different Directed Acyclic Graph (DAG) structures, task
data, and processing time. However, in real life, there are many
different applications, which can be abstracted as many different
workflows.

Therefore, in this article, we consider a more complex dy-
namic workflow scheduling problem with limited computing
resources, in which the computing resources include the mobile
device, edge, and cloud and they all have the execution ability. In
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Fig. 1. The flowchart of the traditional GPHH method and an example of
tree-based representation.

addition, we consider workflows with many different task data
and processing times.

B. Genetic Programming Hyper-Heuristics

Hyper-heuristic methods aim to select or generate heuristics
to efficiently tackle hard computational search problems in the
heuristic space rather than the solution space [35]. GPHH, with
the advantages of flexible representations, has attracted much
attention [36], [37], [38]. The whole process of GPHH can be
divided into two phases, which are the training process and the
test process [39]. The output of the training process is a heuristic.
Then, the heuristic is used as the input to the test process,
which allows for measuring its performance. The flowchart of
the traditional GPHH method can be seen in Fig. 1(a).

It can be seen that the training process involves four parts.
In the beginning, initialisation is done to generate a population
size of individuals. Each individual is randomly generated based
on a designed representation. For example, the tree-based struc-
ture [40] is widely used. An example of tree-based representation
is shown in Fig. 1(b). The tree is composed of terminals (e.g.,
WIQ, PT, TIS) and functions (e.g., +, —), where WIQ denotes
the work of the tasks in the queue, PT represents the processing
time of the task, and TIS is the time that the task has been in
the system. After initialisation, the fitness evaluation process
estimates the fitness of each individual by applying it to the
training set. The fitness obtained by the evaluation process indi-
cates the performance of each individual and plays a significant
role in guiding the search direction. After fitness evaluation, the
selection is held as the process of selecting individuals based on
fitness. After a round of selection to get a well-adapted parent,
the breeding process performs a genetic operator on the parents
to generate offspring. The commonly used genetic operators
in the evolutionary process include crossover, mutation, and
reproduction.

III. RELATED WORK

A. Simulators

Widely used simulators for task scheduling include Grid-
Sim [41], CloudSim [42], WorkflowSim [43] and iFogSim [44].
GridSim supports modeling and simulation of heterogeneous
grid resources. Some research [45], [46] propose scheduling
algorithms based on GridSim. Although GridSim is capable of
modeling and simulating the Grid application behaviors in a
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distributed environment, it is unable to support the infrastruc-
ture and application-level requirements arising from the cloud
computing paradigm [47]. CloudSim is implemented at the next
level by programmatically extending the core functionalities
exposed by the GridSim. CloudSim is proposed to model and
simulate cloud computing systems and application provisioning
environments. Cloud computing offers services at the infras-
tructure level that can scale to the Internet of Things storage
and processing requirements. WorkflowSim extends the existing
CloudSim simulator by providing a higher layer of workflow
management. iFogSim is proposed to overcome the limitation of
CloudSim with low latency. It extends CloudSim by including
the edge of the network to decrease the latency and network
congestion.

All these simulators have contributed to the research of
task scheduling problems. However, as technology advances,
mobile devices are expected to have high processing speeds
and autonomous decision-making capabilities, which are not
considered in these simulators. To this end, a novel simulator is
developed in this article.

B. Methods

Currently, there are mainly three kinds of methods used
for workflow scheduling problems, which are exact methods,
heuristic methods, and hyper-heuristic methods.

In the early years, exact methods, such as branch-and-
bound [14], [48] and mathematical programming [49] are de-
signed for solving static task scheduling problems. These meth-
ods can obtain optimal solutions. For small-scale problems, the
computational time of such methods is acceptable. However,
they are not applicable for large-scale problems, due to their
high computational complexities.

Heuristic methods, as an efficient way of searching for
reasonably good solutions, have been used for solving task
scheduling problems. Genetic algorithm [50], [51], [52] is one
of the most widely studied heuristic methods for task scheduling
problems. Other heuristic methods, such as particle swarm op-
timisation [53] and ant colony optimisation [54], have also been
investigated for grid and cloud environments. These methods can
obtain good performance by the evolution process. However,
they still have the limitation of high computational cost and
handling dynamic events [32].

Different from the above heuristic methods, scheduling
heuristics have been designed to make a decision in real-time. As
a greedy method, scheduling heuristics can give each candidate
processor/task a priority quickly. Then, the processor/task with
the highest priority is selected. Heterogeneous Earliest Finish
Time (HEFT) [55], First Come First Serve (FCFS) [56], MIN-
MIN [57] and MAXMIN [58] are manually designed schedul-
ing heuristics which have obtained reasonable performance for
task scheduling problems. However, these methods are only
designed for specific scenarios and the design of effective
scheduling heuristics heavily relies on domain expertise and
is time-consuming. To address this issue, an automatic design
method is needed to generate an effective scheduling heuristic.
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TABLE I
NOTATIONS USED IN THE PROBLEM FORMULATION
Notation Description
W; The +-th workflow
T;j The j-th task in the i-th workflow
pred(T;;) | The set of preceding tasks of T;;
succ(T;;) | The set of succeeding tasks of T;;
©ij The workload of task 75,
Dzj All the input data of task T5;
Diij All the output data of task Tj;
t; The release time of workflow W;
P, The k-th processor
Yk The processing rate of Py,
B The bandwidth between the processor P,
kym and the mobile device processor Py,
The processing time of task T;; on
Tijk processor Pj,
T The upload time of all the relavent data of
Tijk task Tj; to the processor Py
N The download time of all the relavent data
Tijk of task T;; from the processor P,

In [30], GPHH was used for the first time to solve the DWS
problem. In this article, each individual has one tree which is
used to select a processor for each task. Each individual is evalu-
ated based on the WorkflowSim simulator. In [31], new terminals
and functions are designed to help GPHH get better performance
than traditional GPHH. However, the current GPHH methods
for DWS problems do not consider sequencing decision points
which are as important as the routing decision points.

IV. PROBLEM DESCRIPTION
A. Workflow Model

The workflows W are released by the mobile devices over
time. Each workflow W; € W is generated by a mobile device
P,,, at time ¢;, and has a set of tasks 7; and their dependencies
can be represented as a DAG. Specifically, each task T;; € 7; has
a set of preceding tasks pred(T;;) C 7T; and a set of succeeding
tasks succ(T;;) C T;. A task with no preceding task is called
an entry task, and a task with no succeeding task is called an
exit task. A workflow is completed after all the exit tasks are
completed.

Each task T;; has its workload ¢;;. To process a task Tj;,

certain input data D,Tj is required. The process generates output

data ij that serves as the input data for the succeeding tasks.

B. Processor Model

In DWSFC, there are a set of cloud servers P¢, a set of edge
servers P¢, and a set of mobile devices PZ. They are statically
provisioned and can all be processors. Each processor Py €
P U P UP? has a processing rate 7. Each mobile device
P,, € P%is linked with each edge/cloud server P, € P°U P°¢,
and the bandwidth between them is denoted as B,, ,, which
is assumed to be unaffected by the amount of data transfers
in progress. If a task 7T;; is allocated to be processed by an

edge/cloud server Py, then the upload time ng %> download time
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Tjj «» and processing time 7;;, can be calculated as follows.

1 !
I Y
- R e = 2
Uk Bkl Y% Bk ’ Vi

If a task T} is to be processed by the mobile device P,,, itself,

L =1t =0.

then 7 wim

igm;

C. Constraints and Assumptions

The goal of DWSFC is to find a schedule with the allocation of
each task of each workflow to the processors, and the start time
of each task on its processor, subject to the following constraints
and assumptions.

e The information of each workflow is not known until it is

released.

® A task can be processed only after all the preceding tasks
have been completed and all the input data for the task has
been transferred to the processor.

e Scheduling process is non-preemptive, that is, the process-
ing of a task cannot be stopped or suspended once it is
started.

e Each task can only be processed by the edge/cloud servers
or the mobile device that releases it, while can not be
processed by other mobile devices due to privacy and
security concerns.

Each processor can process up to one task at a time.

The inherent characteristics of each processor, that is the
processing rate and bandwidth, are not changed throughout
the whole work, and the processor will not break down.

Note that, in practice, there is a chance of other dynamic
events happening, such as disconnection, which could affect the
execution time of a workflow. However, it would not happen
frequently. Since this study mainly focuses on the event of
dynamic workflow arrivals, we ignore this situation to simplify
the problem.

D. Objective

The objective is to minimise the makespan, which is calcu-
lated as follows:

makespan = max{l'; | W; € W} — rq, (2)

where I'; is the completion time of the workflow W; in the
schedule and ry denotes the release time of the first released
workflow Wy. The notations used in the problem formulation
are shown in Table I.

V. THE NEW SIMULATOR
A. The Main Framework

The main framework of the proposed simulator can be seen in
Fig. 2. This simulator has three main parts which are the device
center, edge center, and cloud center.

In the device center, each mobile device can be seen as a
relatively independent system that shares common edge/cloud
resources but makes its own decisions. Each mobile device can
release new workflows, store existing workflows, schedule tasks,
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Fig. 2. The framework of the proposed simulator.

process tasks, upload data, and download data. Note that each
mobile device can only process tasks that are released by itself
but not those of other mobile devices. At the beginning of the
scheduling process, the mobile device releases the workflow
with the DAG structure. The mobile device keeps checking for
ready tasks. Once a task becomes ready (routing decision point),
the routing rule will be used by the mobile device to select the
processor (a cloud/edge server, or the device itself) to process
the task. If the decision is to process the task by the mobile device
itself, the mobile device will check if it is idle. If it is idle, the
mobile device will process the task immediately. If not, the task
will be put into the waiting queue and waiting to be processed
later. Once the mobile device becomes idle (sequencing decision
point), it will use the sequencing rule to select a task from the
waiting queue to process as the next task.

If the decision is to upload the task to one of the edge or
cloud servers, then a similar process will be done after the
task is uploaded to the selected edge/cloud server. After all
the workflows are completed, the simulation process is stopped
and the objective value is calculated from all the completed
workflows. The detailed execution process is described in the
next subsection. !

B. The Execution Process of Scheduling Heuristic on the
Simulator

The simulation is designed as a discrete event-driven
simulation process. It consists of workflow arrival event
(WorkflowArrivalEvent), task visit event (TaskVisit

1.The source code of the simulation, which is implemented in
JAVA, can be found in https://github.com/MengBIT/Fog-Computing/tree/
multiDeviceDebug.

Authorized licensed use limited to: Wikipedia. Downloaded on June

Event), process startevent (ProcessStartEvent), and process
finish event (ProcessFinishEvent). Each event has its trigger
time, and an event can generate and/or trigger other events.
The scheduling heuristic makes a decision on each decision
point to make the scheduling process continue. In this article,
a scheduling heuristic has a routing rule and a sequencing rule.
The routing rule has the ability to handle the routing decision
points, while the sequencing rule is used for the sequencing
decisions.

The simulation maintains an event queue, which is repre-
sented as a priority queue of events (where the trigger time is
the priority) as shown in (3).

A=18,E1..., &, ] 3)

Each eventis represented as &, = (., We, Tt Pe, 7 ), where
ae € {0,1,2,3} is the event type, and W, T, and P, are the
workflow, task and processor involved in this event. 7. is the
trigger time of the event.

® WorkflowArrivalEvent (o, = 0): the workflow W, is
released by a mobile device at time 7. It can be denoted as
(0, We, —, —, 7 ), where “—” means empty value (null).
TaskVisitEvent («, = 1): the task 7. of the workflow
W, is arrived at its selected processor P, at time 7.. It can
be denoted as (1, W, T, Pe, Te).

ProcessStartEvent (o, = 2): the processor P, starts to
process the task T, of the workflow W, at time 7.. It can
be denoted as (2, W, T., P., 7).

ProcessFinishEvent (a. = 3): the processor P, fin-
ishes processing the task T, of the workflow W, at time
7. It can be denoted as (3, W,, T,, P, e ).

Normally, each workflow will go through the process as
shown in Fig. 3 once it is released.

22,2024 at 14:57:51 UTC from IEEE Xplore. Restrictions apply.
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Fig. 3. The flowchart of the workflow execution process.

Algorithm 1: DWSFC Simulation.

Input: A DWSFC instance, a routing rule h(-), a sequencing
rule hs(+)
Output: A DWSFC schedule
1 Set the schedule p = {}, event queue Q@ = {};
2 foreach W; € W do

3 | Create a WorkflowArrivalEvent & and Q = QU E;;
4 end
5 while 2 is not empty do
6 Get the next event &, from ;
7 if ae = 0 then
// Trigger the WorkflowArrivalEvent
8 Calculate the priority hr(Py,T') of each processor Py,
for each ready task 7" by the routing rule h.(-);
9 Select the processor P* with the highest priority and
create a TaskVisitEvent £and Q = QUE;
10 else if o = 1 then
// Trigger the TaskVisitEvent
11 if P* is not idle then
12 | Add T to the waiting queue of P*;
13 else
14 ‘ Create a ProcessStartEvent £ and Q = QU E;
15 end
16 else if a. = 2 then
// Trigger the ProcessStartEvent
17 Calculate the processing 7 and download time 7+;
18 Create a ProcessFinishEvent £ and Q = QU E&;
19 else if ac = 3 then
// Trigger the ProcessFinishEvent
20 if the queue of P* is not empty then
21 Calculate the priority hs (T, P*) of each task T" in
queue by the sequencing rule hs(-);
22 Select the task 7 with the highest priority and
create a ProcessStartEvent £ and Q = QUE;
23 end
24 if W* is not completed then
25 Calculate the priority hr(Py,T') of each processor
Py, for each ready task 7" of workflow W* by the
routing rule A, () ;
26 Select the processor P* with the highest priority
and create a TaskVisitEvent £ and Q = QU E;
27 end
28 end
29 end

30 return the obtained schedule p;

The execution process of the scheduling heuristic on the
proposed simulator is shown in Algorithm 1. The DWSFC
simulation starts once the first workflow arrived (line 3). The
simulation continues until all the workflows are completed or
the event queue A is empty (line 5). The scheduling process
goes on by triggering each event based on its event type (line
6). When triggering the WorkflowArrivalEvent, the tasks
without preceding tasks are ready tasks, the routing rule will
be used to calculate the priority of each processor for each ready
task (line 8). When triggering the ProcessFinishEvent, after
the current task is completed by the processor, the processor
becomes idle. If the waiting queue of the idle processor is
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not empty, the sequencing rule will be used to calculate the
priority of each task for the processor to process next (line 21).
Otherwise, the processor stays idle. Additionally, the completed
task can make some successor tasks ready to be processed. In
this case, the routing rule is used to calculate the priority of each
processor for each ready task (line 25).

Based on the above description, the differences between the
iFogSim simulator and the developed simulator are as follows.
First, in the iFogSim, the edge layer is an intermediate network
connecting the mobile devices and the cloud layer. However,
in the new simulator, both the edge layer and the cloud layer
communicate directly with the mobile devices, which improves
the fault-tolerance of the network and enables autonomous
decision-making by mobile devices. Second, in the traditional
iFogSim, the mobile devices release workflows and transmit
them to the edge/cloud layer for processing, the mobile devices
do not have the processing ability. In the new simulator, mobile
devices can also process the jobs themselves.

VI. THE NEwW GP APPROACH

A. The Overview

The overview of the Multi-Tree Genetic Programming
(MTGP) method is shown in Fig. 4. Different from the traditional
GPHH methods for workflow scheduling problems, the main in-
novation in this article is the new representation of the individual,
the fitness evaluation based on the new proposed simulator, and
the new terminals related to the DWSFC problem. In this article,
the routing rule and the sequencing rule share the same terminal
set. The proposed MTGP is expected to automatically extract
important terminals from the terminal set for the routing rule
and the sequencing rule, respectively.

Apart from these, the MTGP method has the same process as
the traditional GPHH, including population initialisation, fitness
evaluation, selection, and breeding. The pseudo-code of MTGP
can be seen as Algorithm 2 and the details about each process
are shown as follows.

1) Representation: To evolve a scheduling heuristic with two
rules for the DWSFC problem, an individual is designed with two
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Algorithm 2: Pseudo-Code of MTGP.

// Population initialisation
1 while N;,,4 < Popsize do

2 foreach Individual do

3 Initialise the tree for routing rule and sequencing rule
by ramp half-and-half;

4 end

5 end

6 while Stopping criteria not met do

// Fitness evaluation

7 Evaluate the individuals based on the proposed simulator
as Algorithm 1;

// Elitism selection

8 Copy the elites to the new population;

// Parent selection

9 Select individuals based on fitness value;

// Breeding

10 Generate offspring by applying

crossover/mutation/reproduction operators;

11 end
2 return the best individual (scheduling heuristic);

Ju

trees, one for the routing rule and the other for the sequencing
rule. The structure of the individual can be seen in Fig. 4.

2) Initialisation: In the beginning, a number of individuals
are initialised by random selecting and combining the termi-
nals and functions with the ramped-half-and-half method (line
4) [59]. That is, half of the individuals are initialised with the
maximum depth set in advance, while the other half of the
individuals are initialised randomly within the maximum depth.

3) Fitness Evaluation: Given the training instance, we can
evaluate the fitness of an individual by applying it to the exe-
cution process as shown in Algorithm 1 (line 7). After fitness
evaluation, each individual has a fitness that represents its qual-
ity.

4) Selection: The proposed MTGP method uses the classical
tournament selection [60] to select parents for genetic operators
(line 9). First, a set of individuals are sampled from the popula-
tion randomly as candidates. Then, the individual with the best
fitness is selected as the parent.

5) Breeding: The proposed MTGP uses reproduction, sub-
tree mutation, and tree swapping crossover operators [20] (line
10). For reproduction, the selected parent based on tournament
selection is directly inherited to the next generation. For subtree
mutation, a new subtree is randomly generated by selecting and
combining terminals and functions. Then we randomly select
a node from the parent and replace the subtree under the node
with the newly generated subtree. For tree swapping crossover,
for one tree, we randomly select nodes from each parent and
then swap the subtrees under the nodes. For the other tree, we
simply swap the whole tree. The process of subtree mutation
and tree swapping crossover can be seen in Figs. 5 and 6.

B. The Designed Terminals

In this article, ten terminals, which are set as the features that
indicate the characteristics related to the processors, tasks, and
workflows. The terminal set of MTGP is shown in Table II and
the detailed description is as follows.

NIQ represents how many tasks are waiting to be processed
in the waiting queue of the processor. WIQ denotes the total
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Tree 1 Tree 2
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Fig. 5. The process of the subtree mutation.
Parent A Offspring A
Tree 1 Tree 2 Tree 1 Tree 2
Tree 1 Tree 2
Fig. 6. The process of the tree swapping crossover.
TABLE II
THE TERMINAL SET
Notation Description
NIQ The number of tasks in the waiting queue.
WIQ The remaining work in the waiting queue.
MRT The ready time of server/device.
uT The upload time of the task.
DT The download time of the task.
PT The processing time of the task.
TTIQ The total remaining time in the waiting queue.
TIS The time in system: t - releaseTime.
TWT The waiting time of the task.
NTR The number of tasks remaining of the workflow.
TABLE III
DIFFERENT TYPES OF WORKFLOW
Tvpe Number of tasks
yP Class A Class B Class C
CyberShake 30 50 100
Epigenomics 24 46 100
Inspiral 30 50 100
Montage 25 50 100
Sipht 30 60 100

processing time that all the tasks in the waiting queue would cost
by this processor. MRT is the earliest idle time after finishing the
current process. TTIQ represents the total processing time plus
the upload and download time that all the tasks in the waiting
queue would cost by this processor. UT denotes the upload time
of the task. DT represents the download time of the task. PT
represents the processing time of the task. TWT is the waiting
time of the task. TIS represents how much time the workflow
has been stored in the system when it is released. NTR denotes
how many tasks have not been processed in the workflow.

The above terminals are extracted from the scheduling process
which can describe the system state clearly.
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(a) Cybershake (b) Epigenomics

Fig. 7. The structure of five types of workflow.

TABLE IV
DIFFERENT TYPE OF SERVERS

(c) Inspiral

(d) Montage

TABLE VI

(e) Sipht

THE PARAMETER SETTINGS OF MTGP

type bandwidth processing rate
mobile device - [125, 250]
fog server 1024 [250, 500]
cloud server  128(20%)/256(80%)/512(20%) [500,1000]

TABLE V
THE SCENARIOS OF DIFFERENT SCALES

Mobile  Edge/

Scenario Num Workflow type device  Cloud
small 1 10/20 Class A 1 20/20
small 2 10/20 Class A 2 20/20
small 3 10/20 Class A 3 20/20
medium1 15/30 Classes A and B 1 30/30
medium 2 15/30 Classes A and B 2 30/30
medium 3 15/30 Classes A and B 3 30/30
large 1 25/50 Classes A, B, and C 1 60/60
large 2 25/50 Classes A, B, and C 2 60/60
large 3 25/50 Classes A, B, and C 3 60/60

" The number of warm-up workflows/considered workflows.

VII. EXPERIMENT STUDIES
A. Datasets

For the new simulator, workflows will be released by the
mobile device over time according to a Poisson process [11],
[13]. Each workflow has a different structure and a different
number of tasks as shown in Table III. The workload of each
task is randomly generated with the range [5000,15000]. The
input and output data of each task is assigned by a uniform
discrete distribution between 5,220 and 20,680. The information
about processors, including processing rate and bandwidth, are
randomly initialised according to Table I'V.

We design nine scenarios with three kinds of scales, which
cover small, medium, and large, as shown in Table V. The
structure of all the workflow types can be seen in Fig. 7 and
Table III gives the number of tasks of workflow for different
classes (A, B, and C). The small-scale scenarios consider 20
workflows with the number of tasks from class A. The medium
scenarios consider 30 workflows with the number of tasks from
classes A and B. The large scenarios consider 50 workflows with
the number of tasks from classes A, B, and C. At the same time,
for the same scale scenario, we consider different numbers of

Parameter Value
Population size 1000
Number of generations 51
Method for initialising population ramped-half-and-half
Initial minimum /maximum depth 2/6
Elitism 10
Maximal depth 8
Crossover rate 0.80
Mutation rate 0.15
Reproduction rate 0.05

Parent selection

Tournament selection

Terminal/non-terminal selection rate  10% / 90%

the mobile device from 1 to 3. In addition, for each scenario,
the half number of workflows considered in the scenario is used
as warm-up workflows to obtain a stable scheduling system.
The simulation stops when the warm-up workflows and the
considered workflows are completed.

B. Parameter Setting

The set of functions is as {+,—, X, <+, max,min}. The
arithmetic operators take two arguments. The “=- operator is
protected and returns 1 if divided by zero. The “max’ and “min”
functions take two arguments and return the maximum and
minimum of their arguments, respectively. The other parameters
of MTGP are shown in Table VI.

C. Test Performance

The effectiveness of the proposed MTGP algorithm is veri-
fied with a comparison to seven manually designed scheduling
heuristics [55], [61], [62], [63], [64]. In order to make the
seven scheduling heuristics more suitable for solving DWSFC
problems with the objective of minimising the makespan, their
scheduling principles are listed as follows:

e HEFT [55]: at each routing decision point, it selects the
processor with the earliest execution finish time. At each
sequencing decision point, it selects the task with the
highest upward rank which is the length of the critical path
from the task to an exit task.
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TABLE VII
THE MEAN (STANDARD DEVIATION) RESULTS OF TEST PERFORMANCE OF 30 INDEPENDENT RUNS OF MTGP AND BASELINE METHODS FOR NINE SCENARIOS

Scenario Algorithm
HEFT FCFS MaxMin MinMin SDLS BWAWA CEAS MTGP
small 1 1061.98(0)  4073.99(0)  5069.91(0)  4718.63(0)  4195.05(0)  26702.13(0)  23666.55(0)  2397.09(65.63)()
small 2 394361(0) 3208.41(0) 5008.89(0)  4651.75(0)  4019.07(0)  21381.84(0)  15179.14(0)  1702.01(80.56)(-)
small 3 4625.65(0) 2802.89(0) 5160.01(0)  4724.87(0)  4508.39(0)  16348.69(0)  10932.41(0)  1491.17(83.16)(-)
medium 1 6037.21(0) _ 5789.95(0)  7177.32(0)  6778.37(0)  6015.81(0)  55420.12(0)  50289.77(0)  3636.68(463.95)()
medium 2 5546.62(0)  4574.06(0)  7223.89(0)  7008.76(0)  5802.42(0)  42186.26(0)  3194847(0)  2265.32(66.98)(-)
medium 3 6967.15(0)  4376.07(0)  8183.54(0)  7928.81(0)  7260.67(0)  31847.55(0)  22540.78(0)  1930.73(68.85)(-)
large 1 9815.000)  932327(0) 11581.32(0) 11500.43(0)  9485.03(0)  136872.23(0)  126783.45(0)  6242.00(876.82)()
large 2 9404.16(0)  7344.98(0) 12350.29(0) 12219.01(0)  9488.37(0)  89333.21(0)  78027.79(0)  3562.01(189.46)(-)
large 3 10066.59(0)  6514.15(0)  13701.21(0)  12996.36(0)  10235.10(0) 66391.26(0) 56011.41(0) 2633.26(113.09)(-)
e FCFS [61]: at each routing decision point, it selects the Small Medium Large
. . .. S 3000 | 7000-
first idle processor. At each sequencing decision point, it . 4000 5000]
selects the first arrived task. 8 2500 35001 5000]
. .. . . 3000-
e MAXMIN [61]: at each routing decision point, it selects % 2000- 2500] 4000 N
the first idle processor. At each sequencing decision point, 15001% LT o0 e 3000—‘“'-.7___‘____1___‘_____‘_
it selects the task with the longest processing time. 0 1020 %0 40 500 10 20 56 40 500 1020 30 40 50
e MINMIN [61]: at each routing decision point, it selects the mobile device: - 1 -~ 2 - 3
first idle processor. At each sequencing decision point, it
selects the task with the shortest processing time. Fig. 8. Convergence curves of test fitness on nine scenarios.
e SDLS [62]: at each routing decision point, it selects the
processor with the highest stochastic dynamic level, de- '
fined as the task’s stochastic upward rank minus the task’s Modhn
earliest execution start time, plus the varying computation o
capacity of the processor. At each sequencing decision %3000
point, it selects the task with the highest stochastic upward 0
I‘ank 2000
* BWAWA [63]: it is designed to minimise the makespan B R R T L A B
. . . . . obile device
without affecting the increase in energy consumption. To
make it focus on minimising makespan, this article mod- Fig. 9. Box plots and curve of test fitness on ten medium scenarios.

ifies it by ignoring the features related to energy in the
priority function. At each routing decision point, it selects
the processor with the shortest transport time. At each
sequencing decision point, it selects the task with the lowest
downward rank which is the length of the critical path from
an entry task to the task.

e CEAS [64]: it is proposed to minimise the execution cost
and reduce energy consumption. To make it focus on min-
imising makespan, we modify it by ignoring the features
related to execution cost and energy in the priority function.
Ateach routing decision point, it selects the processor with
the shortest processing time plus the longest transport time.
At each sequencing decision point, it selects the task with
the earliest release time plus the shortest processing time.

For the MTGP algorithm, 30 independent runs are done for
each scenario and the evolved scheduling heuristics are tested on
30instances. A Wilcoxon rank-sum test with a significance level
of 0.05 is then used to validate the performance of the proposed
algorithm [65]. The “—/+/=""indicates that the corresponding
result is significantly better than, worse than, or similar to the
comparison algorithm.

As listed in Table VII, we can conclude that the proposed
MTGP method performs significantly better than all the baseline
methods on all nine scenarios. The makespan obtained by the
baseline methods is basically two or three times worse than the
proposed MTGP method.

Fig. 8 gives the convergence curves of the proposed MTGP
method. Based on these convergence curves, we can see some
phenomena. First, as the scale of the scenario increases, the
makespan is gradually increasing. This is because large-scale
scenarios consider more workflows and workflows often contain
more tasks, which leads to high execution time. Second, in the
early stage, the convergence speed is faster and after about 20
generations, the convergence speed decreases and tends to level
off after about 40 generations. Third, as the evolutionary process
goes on, the results converge incrementally, and even if there are
fluctuations in the middle of the process, eventually it converges
to a good and stable solution.

D. Analysis About the Number of Mobile Devices

In this section, we analyse the influence of the number of
mobile devices by testing the proposed method on ten medium
scenarios with different numbers of mobile devices. As seen
from Fig. 9, when other hyperparameters are fixed and only
the number of mobile devices varies (increase from 1 to 10), the
makespan decreases. In the early stages, the decline in makespan
is dramatic (in particular, the number of mobile devices changes
from 1 to 2), while in the later stages the decline tapers off and
flattens out. Although more mobile devices mean more intensive
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TABLE VIIT
THE EVOLVED ROUTING RULE AND SEQUENCING RULE SIZES

routing rule size sequencing rule size

Scenarios min mean(std) min mean(std)
small 1 31.00 57.60(18.93) 1.00 16.53(9.03)
small 2 27.00 52.47(16.97)(=) 1.00 17.53(13.15)(=)
small 3 31.00 60.27(13.72)(=)(+) 1.00 17.27(11.81)(=)(=)

medium 1 21.00 55.53(15.57) 3.00 13.93(7.44)

medium 2 29.00 55.67(16.33)(=) 3.00 18.33(13.91)(=)
medium 3  25.00 57.47(1643)(=)(=) 1.00 22.60(15.30)(+)(=)
large 1 25.00 47.27(18.27) 3.00 18.20(11.30)
large 2 25.00 50.60(14.65)(=) 1.00 21.33(15.86)(=)
large 3 29.00 55.40(20.70)(=)(=) 5.00 22.20(15.12)(=)(=)
Small Medium Large
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Fig. 10.  Curves of routing and sequencing rule size on nine scenarios.

workflow arrival times, the processors without upload/download
time (the mobile devices) are added to the system which can help
improve the overall processing speed. The MTGP method can
learn from the evolutionary process to evolve a good scheduling
heuristic for this situation.

However, for the baseline methods, like the HEFT, MAXMIN,
and MINMIN, the scheduling principle is not changed when the
scenarios vary. They use the same policy for all the scenarios,
so increasing the number of mobile devices can even increase
the makespan, as shown in Table VII. Therefore, we can see
that the manually designed scheduling heuristics cannot handle
different scenarios well. On the other hand, the proposed MTGP
method can obtain good performance on different scenarios with
the evolved scheduling heuristics.

VIII. FURTHER ANALYSES

A. Rule Size

A smaller rule (fewer nodes in the tree) tends to have better
interpretability [66]. The mean (standard deviation) of routing
rule size and sequencing rule size of 30 independent runs of
MTGP for nine scenarios are shown in Table VIII. For the three
scale scenarios, the latter results are compared with the former
results based on a Wilcoxon rank-sum test with a significance
level of 0.05. Fig. 10 shows the convergence curves of routing
rule size and sequencing rule size.

Based on Table VIII and Fig. 10, we can see that, for all the
scenarios, the routing rules have larger sizes than the sequencing
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rules (more than 2 times). More specific analysis results show
that, for the small-scale scenarios, the routing rules on the small
1 scenario have significantly smaller rule sizes than that on the
small 3 scenario, For the medium-scale scenarios, the sequenc-
ing rules on the medium 1 scenario have significantly smaller
rule sizes than that on the medium 3 scenarios. For the large-scale
scenarios, both the size of the routing rules and sequencing rules
are not sensitive to the number of mobile devices.

In summary, we can see that the routing rules evolved for
DWSFC are usually more complex than the sequencing rules.
Neither the routing rule sizes nor the sequencing rule sizes
are sensitive to the number of mobile devices on most of the
scenarios.

B. Feature Analysis

Figs. 11 and 12 show the number of times each terminal is
used in the routing rules and sequencing rules from the same
evolved scheduling heuristics in the 30 runs on small-scale
and large-scale scenarios. Based on these results, the following
observations can be obtained.

® Most terminals are used more frequently in the routing

rules than that in the sequencing rules.

e Fortherouting rule, PT is the most frequently used terminal

among the 10 terminals, indicating that the processing time
of processors plays a key role when selecting the processor

Authorized licensed use limited to: Wikipedia. Downloaded on June 22,2024 at 14:57:51 UTC from IEEE Xplore. Restrictions apply.



XU et al.: GENETIC PROGRAMMING FOR DYNAMIC WORKFLOW SCHEDULING IN FOG COMPUTING

2667

Fig. 13.  An example of routing rule.

Fig. 14.

An example of sequencing rule.

for the ready tasks. In addition, DT, NTR, TTIQ, UT,
and WIQ are also important criteria for the selection of
a processor.

e For the sequencing rule, when there is only one mobile
device, most of the terminals are used frequently. When
there are two or three mobile devices, the distribution of
terminal frequency is different from the scenarios with one
mobile device, NTR is the most frequently used terminal
among the 10 terminals, and DT is used less frequently,
especially on the small 3 scenario.

e The distribution of the terminal frequency is different
between small and large scenarios, even with the same
number of mobile devices. For example, for the routing
rule, the terminal usage frequency of NTR, TIS, and TWT
in large-scale scenarios is smaller than that in small-scale
scenarios.

In summary, it can be seen that PT and DT play very important
roles on the routing rule, while these two terminals are not used
frequently on the sequencing rule. However, NTR is important
criteria for the sequencing rule.

C. Structure Analysis of the Evolved Scheduling Heuristic

To further understand the behaviour of the scheduling heuris-
tic evolved by the proposed MTGP, an evolved scheduling
heuristic is selected to do further analysis. Figs. 13 and 14
show a routing rule and a sequencing rule which come from the
same scheduling heuristic. The selected scheduling heuristic has
promising test performance.

In terms of the routing rule, it is a combination of four
terminals (DT, PT, WIQ, and NTR), where PT is the most
frequently used terminal in this rule, which has been used 11
times. It is followed by DT which is used 7 times and WIQ
which is used 5 times. NTR, on the other hand, is used only

(a) The workflow 0. (b) The workflow 1.

Fig. 15.  The DAG structures of two workflows.
once. Additionally, the subtree % is used 6 times, and the

subtree max{WIQ), PT} is used 4 times. The routing rule can
be simplified to Ry as shown in (4).
_ DT*

2
RO = W X maX{WIQ,PT}

{PT
X Max § ——

57 WIQ x NTR}. )

This rule suggests that if there are many tasks remaining in the
waiting queue, i.e., the work remaining (WIQ) is larger than the
processing time (PT) of the current ready task, then this routing
rule can be further simplified as R; ~ w, where
NTR (the number of tasks remaining of the workflow this ready
task belongs to) is determined by the ready task. Because NTR
will not be changed by the candidate processors, the routing rule
means that the selection strategy is mainly based on the down-
load time (DT), work remaining in the waiting queue (WIQ), and
the processing time (PT) of the processors. If the work remaining
(WIQ) of the server is smaller than the processing time (PT) of
the current ready task or there is no task remaining in the waiting
queue, this routing rule can be further simplified as Ry ~ DT?3,
which means that the selection strategy is mainly based on the
download time (DT) of the processors. In other words, this
routing rule indicates that the processor with a smaller download
time and smaller work remaining is preferred. This is almost
consistent with our intuition that the processors which are not
busy and have short transportation time are good choices.

In terms of the sequencing rule, it is a combination of six
terminals (WIQ, MRT, NIQ, TWT, TTIQ, and TIS), where
WIQ and MRT are the most frequently used terminals in this
rule, which are both used 3 times. The sequencing rule can be
simplified to Sy as shown in (5).

max{WIQ x TWT, 1<

max{NIQ + MRT, L&}

x min{ M RT,WIQ}

1Q x TWT
= WIQ xTW + (MRT — NIQ)

max{NIQ + MRT, ZH&}

x min{ M RT, WIQ}. (5)

So + (MRT — NIQ)
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Cloud 1
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Edge 1
Edge 0
Device 1
Device 0

Cloud 1
Cloud 0
Edge 1

Edge 0
Device 1
Device 0

(b) The schedules with mobile devices that do not have processing ability.

Fig. 16.

This rule shows that the selection strategy is mainly based on
the waiting time of the task (TWT) and the time in the system
of the task (TIS). This is because for all the tasks in the waiting
queue, the ready time of the processor (MRT), the number of
tasks in the waiting queue (NIQ), the work remaining in the
waiting queue (WIQ), and the total remaining time in the waiting
queue (TTIQ) which are related to the idle processor are all the
same and will not be changed by the candidate tasks. Therefore,
this sequencing rule can be further simplified as S; ~ TWT

when (NIQ + MRT) > TTTIISQ, or So =~ TWT x TI1S when

(NIQ+ MRT) < TTTIISQ . In other words, this sequencing rule
tends to select tasks with smaller waiting time (TWT) and
smaller time in the system (TIS).

Overall, based on the above analysis of this scheduling heuris-
tic, we can see that, for the routing decisions, the attributes
of the server, such as the bandwidth, play a decisive role in
the selection. For the sequencing decisions, the information of
tasks, such as the time in the system since the tasks are released,
plays a decisive role. This phenomenon is almost consistent with
our intuition that processors which are not busy and have short
transportation time are good choices to process ready tasks and
tasks that stay in the system for a long time should be completed
as soon as possible to speed up processing. Based on the feature
analysis and this visual presentation of the tree structure, we can
identify the importance of different terminals for different rules
and allow for a more intuitive understanding of the scheduling
heuristics that evolved by the proposed MTGP method.

D. Case Study

In order to give a further understanding of the scheduling
process, we give two simple scheduling processes using an
evolved scheduling heuristic as shown in Figs. 13 and 14. Two
workflows released by two mobile devices are scheduled on a
network with two edge servers and two cloud servers. The two
workflows have the structure as Fig. 15 and the scheduling results
are shown in Fig. 16. Fig. 16(a) gives the scheduling results on
the scenario with mobile devices that have processing ability,

The schedules generated by the scheduling heuristic in Figs. 13 and 14 on scenario with workflows in Fig. 15.

while Fig. 16(b) shows the scheduling results on the scenario
with mobile devices that do not have processing ability.

When the mobile devices have the ability to process tasks, as
shownin Fig. 16(a), each mobile device releases a workflow with
a DAG structure (workflow 0 is released by mobile device 0, and
workflow 1 is released by mobile device 1). In the beginning,
there is only one workflow released by mobile device 0, and
mobile device 0 decides to upload task 0 of workflow 0 (0.0) to
edge 0 to be processed. Then, after the completion of this task,
the output data is downloaded from edge 0, and then, the mobile
device 0 decides to upload the next ready tasks to edge 0 and edge
1 to be processed, simultaneously. When workflow 1 is released
by mobile device 1, mobile device 1 decides to upload all the
ready tasks to edge 1 to be processed. As we can see, when there
are two workflows in the network, they are not processed one by
one but processed at the same time to get a smaller makespan.
Finally, after the final task of workflow 1 is completed, the whole
work is finished, and we can get the makespan of the process
to be about 983 s. Additionally, during the whole process stage,
cloud 0 and cloud 1 are not used because of the large upload
and download time, while each mobile device is used to process
certain tasks. When the mobile devices do not have the ability to
process tasks, it can be seen from Fig. 16(b) that, this scheduling
heuristics decide to use edge 0 and edge 1 to process most of
the tasks and use cloud 1 to process a few tasks. In this case, it
takes about 1,174 s to finish the execution of the two workflows,
which costs more time.

In conclusion, we can see that the proposed MTGP method
can get scheduling heuristics that help mobile devices make de-
cisions. Also, the proposed simulator can emulate the scheduling
process in the fog computing environment well. In addition, tak-
ing mobile devices as processors can help improve the efficiency
of scheduling.

IX. CONCLUSION

In this article, we present a new DWSFC problem, in which
mobile devices have the ability to make autonomous decisions
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and process tasks, for simulating real-world applications. To
solve the new DWSFC problem, the goal of this article is to
design a suitable simulator and evolve effective routing rules and
sequencing rules simultaneously. This goal has been success-
fully achieved by the newly proposed simulator and novel MTGP
method with newly designed terminals. The proposed simula-
tor is designed as a discrete event-driven simulation process,
which simulates the scheduling process by making decisions
on two kinds of decision points (i.e., routing decision points
and sequencing decision points). The proposed MTGP method
can evolve routing rules and sequencing rules simultaneously to
meet these decision points. MTGP is examined and compared
with four classical scheduling heuristics on nine scenarios. The
results suggest that the MTGP method can outperform all the
compared approaches in terms of test performance. Addition-
ally, the representative scheduling heuristic gives us a general
understanding of which terminals can play a key role. Overall,
the newly designed simulator can greatly support studies for the
DWSFC problem and the proposed MTGP can obtain effective
test performance and potentially good interpretable scheduling
heuristics.

In the future, we will combine our approach with other tech-
niques to improve performance, such as the surrogate model and
transfer learning techniques. In addition, we will consider ap-
plying this MTGP method for solving multi-objective DWSFC
problems, such as minimising makespan, load balancing, and
budget, simultaneously.
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